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Current web search engines are built to serve all users, independent of the needs of any individual user. Personalization of web search is to carry out retrieval for each user incorporating his/her interests. We propose a novel technique to map a user query to a set of categories, which represent the user's search intention. This set of categories can serve as a context to disambiguate the words in the user's query. A user profile and a general profile are learned from the user's search history and a category hierarchy respectively. These two profiles are combined to map a user query into a set of categories. Several learning and combining algorithms are evaluated and found to be effective. Among the algorithms to learn a user profile, we choose the Rocchio-based method for its simplicity, efficiency and its ability to be adaptive. Experimental results indicate that our technique to personalize web search is both effective and efficient.   
Categories and Subject Descriptors
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1. INTRODUCTION

As the amount of information on the Web increases rapidly, it creates many new challenges for Web search. When the same query is submitted by different users, a typical search engine returns the same result, regardless of who submitted the query. This may not be suitable for users with different information needs. For example, for the query "apple", some users may be interested in documents dealing with “apple” as “fruit”, while other users may want documents related to Apple computers. One way to disambiguate the words in a query is to associate a small set of categories with the query. For example, if the category "cooking" or the category "fruit" is associated with the query "apple", then the user's intention becomes clear. Current search engines such as Google or Yahoo! have hierarchies of categories to help users to specify their intentions. The use of hierarchical categories such as the Library of Congress Classification is also common among librarians.

A user may associate one or more categories to his/her query manually. For example, a user may first browse a hierarchy of categories and select one or more categories in the hierarchy before submitting his/her query. By utilizing the selected categories, a search engine is likely to return documents that are more suitable to the user. Unfortunately, a category hierarchy shown to a user is usually very large, and as a result, an ordinary user may have difficulty in finding the proper paths leading to the suitable categories. Furthermore, users are often too impatient to identify the proper categories before submitting his/her queries. An alternative to browsing is to obtain a set of categories for a user query directly by a search engine. However, categories returned from a typical search engine are often too many and independent of a particular user. In addition, many of the returned categories do not reflect the intention of the searcher. This paper studies how to supply, for each user, a small set of categories as a context for each query submitted by the user, based on his/her search history. Specifically, we provide a strategy to (1) model and gather the user's search history, (2) construct a user profile based on the search history and construct a general profile based on the ODP (Open Directory Project
) category hierarchy, (3) deduce appropriate categories for each user query based on the user's profile and the general profile, and (4) perform numerous experiments to demonstrate that our strategy of combining a user profile and a general profile (general knowledge) is both effective and efficient. 

The categories obtained from the proposed method are likely to be related to the user's interest and, therefore, can provide a proper context for the user query. Consider the situation where a mobile user wants to retrieve documents using his/her PDA. Since the bandwidth is limited and the display is small, it may not be practical to transmit a large number of documents for the user to choose the relevant ones. Suppose that it is possible to show the retrieved documents on one screen. If these documents are not relevant to the user, there is no easy way for the user to direct the search engine to retrieve relevant documents. With the use of our proposed technique, a small number of categories with respect to the user’s query are shown. If none of the categories is desired, the next set of categories is provided. This is continued until the user clicks on the desired categories, usually one, to express his/her intention.  As will be demonstrated by our experiments, the user usually finds the categories of interest among the first 3 categories obtained by our system. Since 3 categories can easily fit into one screen, it is likely that effective retrieval can be achieved with minimal interaction with the user.  Thus, our proposed technique can be used to personalize web search. 

The contribution of this paper is as follows: We provide methods to deduce a set of relevant categories for each user query based on the retrieval history of the user. The set of categories can be deduced using the user’s profile only, or using the general profile only or using both profiles. We make the following comparisons:

(a) The accuracy of combining the user profile and the general profile versus that of using the user profile only.

(b) The accuracy of combining the user profile and the general profile versus that of using the general profile only.

(c) The accuracy of using the user profile only versus that of using the general profile only.

We show that the accuracy of combining both profiles is better than those using a single profile and the accuracy of using the user profile only is better than that using the general profile only, provided that there is sufficient history data.

Relationships of our work with previous researches are sketched below: 

1. Many techniques are used in modern search engines to provide more contexts for user queries. Yahoo! (http://www.yahoo.com/), ODP (http://dmoz.org/) and Google (http://www.google.com/) return both categories and documents. Northern Light (http://www.northernlight.com/) and WiseNut (http://www.wisenut.com/) cluster their results into categories, and Vivisimo (http://www.vivisimo.com/) groups results dynamically into clusters. Teoma (http://www.teoma.com/) clusters its results and provides query refinements. A lot of research in metasearch [11]
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[14]
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[16]
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[25]
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[35] also investigates mapping user queries to a set of categories or collections. However, all of the above techniques return the same results for a given query, regardless of who submitted the query. This can be interpreted as having a general profile. Our experimental results indicate that using the combination of a user profile and a general profile usually yields significantly higher accuracy than using a general profile or a user profile alone.

2. Many papers on information filtering [1]
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[31] and intelligent agent (Syskill & Webert [24], WebWatcher
 [18], Letizia [21], CiteCeer [3], Liza [2]) have been published. Most of them also construct user profiles explicitly or implicitly, and recommend documents using the profiles. However, the technique we employ is different. While previous methods filter documents, our goal is to retrieve categories of interest for a user query. Furthermore, no general profile is used in information filtering. 

3. Text categorization has been investigated thoroughly. A comparison of various methods is given in [34]. Four algorithms are evaluated in our paper. Categorization of web pages or collections of web pages has also been studied in [19]
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[17]. Our utilization of a category hierarchy is derived from [22].

4. In the area of personalized web search, WebMate [6] uses user profiles to refine user queries, but no experimental results are given. Watson [4] refines queries using a local context but does not learn the user profile. Inquirus 2 [12] uses users’ preferences to choose data sources and refine queries but it does not have user profiles, and requires the users to provide their preferences of categories. In addition, only four non-topical categories are included in Inquirus 2. [26] learns users’ profiles from their surfing histories, and re-ranks/filters documents returned by a metasearch engine based on the profiles. Our approach is different from all of the above in that we try to map user queries to a small set of categories based on user profiles and general knowledge. Furthermore, we make all three types of comparisons (a), (b) and (c) described earlier, while earlier work may be interpreted as having done only (b). 

The rest of the paper is organized as follows. In Section 2, our strategy to personalize web search is introduced: how a user's search history is modeled and collected, how the collected information is used to construct a user profile and a general profile, and how the profiles can be used to deduce a set of categories which are likely to be related to the user's query. In Section 3, the construction of the two profiles using four different learning approaches, namely the Linear Least Squares Fit (LLSF) approach, the pseudo-LLSF approach (pLLSF), k-Nearest Neighbor (kNN) and Rocchio (bRocchio) is sketched. In addition, an adaptive Rocchio (aRocchio) learning approach is also given. In Section 4, methods of mapping a user query to a set of categories based on the two profiles are provided. In Section 5, experiment results are shown to compare the effectiveness of the learning algorithms and the mapping algorithms. Conclusion is given in Section 6.

2. PROBLEM  

The problem is to personalize web search. We introduce a strategy in this section. First, we propose a tree model to represent a user’s search history and describe how a user’s search history can be collected without his/her direct involvement. In Section 2.2, a brief description of a user profile is given. A matrix representation of the user history and the user profile is described in Section 2.3. General knowledge from a category hierarchy is extracted to construct a general profile. This is given in Section 2.4. Section 2.5 sketches the deduction of the appropriate categories based on a user query and the two profiles.

2.1 User Search History

A search engine may track and record a user’s search history in order to learn the user’s long-term interests. We consider using the following information items to represent a user’s search history: queries, relevant documents and related categories. One search record is generated for each user search session. A tree model of search records is shown in Figure 1. In this model, nodes are information items and edges are relationships between nodes. The root of a search record is a query. Each query has one or more related categories. Associated with each category is a set of documents, each of which is both relevant to the query and related to the category. Based on our experiments with users, for almost all queries, each query is related to only one or two categories.

In practice, a search engine may be able to acquire the type of user’s search records described above, without direct involvement by the user. Some possible scenarios are as follows:
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A document retrieved by a search engine can be assumed to be relevant to the user with respect to a user query if some of the following user behaviors are observed: the user clicks it and there is a reasonable duration before the next click; the user saves/prints it. 

(2) A user utilizing some of the popular search engines may first select a category before submitting a query. In this way, a category related to the user query is identified. Furthermore, some search engines such as Google have pre-classified some results into categories; some other search engines such as Northern Light cluster all results into categories. When such documents are observed to be relevant (see scenario 1 above), the user query, its related categories and its relevant documents are identified. 

Based on (1) and (2), a set of search records representing a user’s search history can be obtained. As an example, consider the following session with the Northern Light search engine. A user who is interested in cooking submits a query “apple” to the search engine, and it returns the top 10 documents and 12 categories. The user clicks the 8th category “Food & cooking” and the search engine shows all documents that have been clustered into this category. Then, the user clicks two documents about cooking apples. When this search session is finished, a search record as shown in Figure 1 can be generated and saved for the user.
2.2 User Profile

User profiles are used to represent users’ interests and to infer their intentions for new queries. In this paper, a user profile consists of a set of categories and for each category, a set of terms (keywords) with weights. Each category represents a user interest in that category. The weight of a term in a category reflects the significance of the term in representing the user's interest in that category. For example, if the term “apple” has a high weight in the category “cooking”, then the occurrence of the word “apple” in a future query of the user has a tendency to indicate that the category “cooking” is of interest. A user’s profile will be learned automatically from the user's search history.

2.3 Matrix Representation of User Search History and User Profile 

[image: image162.wmf]DT

We use matrices to represent user search histories and user profiles. Figure 2 shows an example of the matrix representations of a search history and a profile for a particular user, who is interested in the categories “COOKING” and “SOCCER”. This user’s search history is represented by two matrices 
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 (Figure 2(a)) and 
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(Figure 2(b)). 
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 is a document-term matrix, which is constructed from the user queries and the relevant documents. (In the following discussion, we use “documents” to denote both queries and relevant documents in the matrices
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and
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). 
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 is a document-category matrix, which is constructed from the relationships between the categories and the documents. A user profile is represented by a category-term matrix 
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 (Figure 2(c)). In this example, D1, D2, … are documents; lowercase words such as “football”, “apple”,… are terms; uppercase words such as “SOCCER”, “COOKING”, … are categories.

We now describe the construction of the matrices 
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 and 
[image: image9.wmf]DC

 based on the user’s search records. 
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is constructed from the queries (the root nodes in the tree model) and their relevant documents (the leaf nodes in the tree model) in the user’s search records. 
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 is the number of documents in a user’s search history and 
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 is the number of distinct terms occurring in these documents. Each query or document is a row vector [29] of weighted terms in 
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. If a term, say term j, occurs in the i-th query/relevant document, the weight 
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 is determined by the common normalized TF*IDF weight scheme [15]. Before constructing 
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, a stop word list is used to remove common words. In addition, terms that appear in only one relevant document in the user’s search history are removed. Furthermore, if an occurrence of a term t is more than 5 words away from any occurrence of a query term, then the occurrence of the term t is removed. Porter stemmer [10] is also applied to each term. 
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. For each row in matrix 
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, there is a corresponding row in the matrix 
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. The columns of 
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 are the set of related categories. If a row in 
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 represents a query/document, then the corresponding row in the matrix 
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 represents the set of categories related to the query/document. More precisely, if there is an edge between the j-th category and the i-th query/document, then the entry 
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. From 
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and
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, we learn a matrix 
[image: image28.wmf]M

, which represents the user profile. Each row in the matrix 
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is also a vector of weighted terms, representing one of the categories of the user. Thus, both categories and documents are represented in the same vector space and similarities between them can be computed. The learning methods for obtaining the user profile 
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will be explained in Section 3. 

2.4 A Category Hierarchy

In addition to the matrices 
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,
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and
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as described above, we also utilize some general knowledge which is applicable to all users. The reason for using the additional information is that the knowledge acquired from a user is often limited and may not be sufficient to determine the user’s intention when a new user query is encountered. For example, a new query may contain terms that have never been used by the user before, nor appeared in any of his/her previous retrieved relevant documents. The general knowledge that our system utilizes is extracted from ODP. Specifically, we use the first three levels of ODP. The categories in the first two levels (15 first level categories and 604 second level categories) are used to represent the set of all categories. The terms appearing in these three levels of categories are used to represent the categories in the first two levels. From the category hierarchy, we learn a general profile, using a process similar to that for learning the user profile. Let the three corresponding matrices related to the general knowledge be denoted by
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,
[image: image35.wmf]DCg

and 
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(general profile). 

To construct document-term matrix 
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, we generate two documents for each category in the first two levels. One document consists of all terms in the text descriptions of its subcategories. The other document consists of terms in the category’s own text description. For example, in Figure 3, “Artificial intelligence” is a second level category, and has subcategories “Data mining”, “Genetic algorithms”, etc. Thus, for this category (“Artificial intelligence”), one document with the terms “data”, “mining”, “genetic” and “algorithms” and another document with the terms “artificial” and “intelligence” are generated, respectively. Note that both of the above two documents for each category are needed. On one hand, all of the terms in the text descriptions of the category and its subcategories are useful for describing the category. On the other hand, the terms in the text description of the category are likely to be more important than the terms in the text descriptions of the subcategories for describing the category. By using the above two documents, the difference in importance among the terms can be captured. As a result, a pair of rows is created in 
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 for each category.

1:
Computers 



2:
Algorithms


…
2:
Artificial intelligence




3:
Data mining




3:
Genetic algorithms


…
2:
Internet

        Figure 3: A category hierarchy

For each pair of rows in the matrix 
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, say row i1 and row i2, there is a corresponding pair of rows in the document-category matrix 
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, and the entries 
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, where the j-th category represents “Artificial intelligence”. In addition, if the k-th category represents the parent of the j-th category (in this case, the parent is “Computer”), the entries
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 are set to 0.25, indicating that this pair of documents are related to the k-th category, though to a lesser extent. All other entries in this pair of rows are set to 0. The learning method for constructing the general profile 
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 will be given in Section 3.

2.5 Inference of User Search Intention 

In our environment, personalization is accomplished by mapping a user query to a set of categories, which reflects the user's intention, based on the user profile and the general profile. The mapping is carried out as follows. First, the similarities between a user query and the categories representing the user’s interests are computed. Next, the categories are ranked in descending order of similarities. Finally, the top three categories together with a button indicating the next three categories are shown to the user. If the user clicks on one of these top three categories, then the user's intention is explicitly shown to the system. If the user's interest is not among the top three categories, then the button can be clicked to show the next three categories.

3. ALGORITHMS TO LEARN PROFILES 

Learning a user profile (matrix 
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) from the user’s search history (matrices
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and
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) and mapping user queries to categories can be viewed as a specific multi-class text categorization task. In sections 3.1-3.3, we describe four algorithms to learn a user profile: bRocchio, LLSF, pLLSF and kNN. The last three algorithms have been shown to be among the top-performance text categorization methods in [34]. 

3.1 Two LLSF-based Algorithms

Given the m-by-n document-term matrix 
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and the m-by-p document-category matrix 
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, the Linear Least Squares Fit (LLSF) method [32] computes a p-by-n category-term matrix 
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 such that 
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 with the least sum of square errors, where 
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is the transpose of 
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. A common technique for solving this problem is to employ the Singular Value Decomposition (SVD) [13]. 
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 is decomposed into the product of three matrices 
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 are orthogonal matrices and 
[image: image59.wmf]S

 is a diagonal matrix. After such decomposition, it is rather straightforward to compute: 
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 is the inverse of 
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We also evaluate another variant called “pseudo-LLSF” (pLLSF), in which the dimensions of 
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 are reduced. Matrices 
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 contains the highest k entries in the diagonal matrix 
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 are obtained by retaining the first k columns of 
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respectively. Essentially, the original space is replaced by a k dimensional space. After the replacements, 
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 is computed from these modified matrices using the same formula, i.e., 
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. The basic idea is that the noise in the original document-term matrix 
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 is removed by the dimension reduction technique. This technique is also the key of the Latent Semantic Indexing method (LSI) [7], which has been used successfully in various applications in IR [7]
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[8]. In practice, it is not easy to give a good value of k. Thus, we choose a k such that the ratio of the smallest retained singular value over the largest singular value is greater than a threshold 
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, which is set to be 0.25 in this paper. 

3.2 Rocchio-based Algorithm

Rocchio is originally a relevance feedback method [27]. We use a simple version of Rocchio adopted in text categorization: 
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is the number of documents in 
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 is the number of documents that are related to the i-th category, and 
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 is the average weight of the j-th term in all documents that are related to the i-th category. Documents that are not related to the category are not used. We call the batch-based Rocchio method bRocchio. 

3.3 kNN

The k-Nearest Neighbor (kNN) does not compute a user profile. Instead, it computes the similarity between a user query and each category from 
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and
[image: image86.wmf]DC

 (see Section 4.1). 

3.4 Adaptive Learning

The algorithms introduced above are all based on batch learning, in which the user profile is learned from the user’s previous search records. Batch learning can be inefficient when the amount of accumulated search records is large. An adaptive method can be more efficient, as the user profile is modified by the new search records. LLSF-based algorithms are not suitable for adaptive learning as re-computation of the user profile 
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is expensive. kNN requires storing 
[image: image88.wmf]DT

 and 
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, which is space inefficient. Furthermore, the computation of similarities using kNN can be inefficient for large amount of search records. Rocchio is efficient in both computation and storage, and is adaptive. The following formula is used:
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where 
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is the modified user profile at time 
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is the number of documents that have been accumulated from time zero to time 
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 and these documents are related to the i-th category; the second term on right hand side of the equation is the sum of the weights of the j-th term in the documents that are related to the i-th category and obtained between time 
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. We call this adaptive–based Rocchio method aRocchio. 

4. MAPPING QUERIES TO CATEGORIES

We examine the following 3 processes of mapping a new user query to a set of categories.

4.1 Using User Profile Only

The similarity between a query vector 
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 and each category vector 
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 in the user profile 
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 is computed by the Cosine function [29]. As stated in Section 3, we use pLLSF, LLSF, bRocchio and aRocchio to compute 
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.

In the case of kNN, the algorithm first finds the k most similar documents among all document vectors in 
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 using the Cosine function. Then, among these k neighbors, a set of documents, say 
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, which are related to a category 
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can be identified using 
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is computed as the sum of the similarities between q and the documents in 
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. This is repeated for each category. The following formula, which is slightly modified from [34], is used: 
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 is related to the j-th category. We set k=12 in this paper.

4.2 Using General Profile Only

Only pLLSF is used to compute the general profile 
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. As shown in the following section, pLLSF has the highest average accuracy; and although it is computationally expensive, 
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needs to be computed only once.     

4.3 Using Both User and General Profiles

We propose 3 combining methods and compare them with the above two baseline cases. Let 
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 be the category vectors for the user profile and the general profile respectively. The following computation is done for every category.
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(c) Combining Method 1: 
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(d) Combining Method 2: 
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(e) Combining Method 3: 
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The combining methods are not applied to kNN, because it may produce a similarity >1 between a user query and a category. This prevents combining method 2 to be used.

The categories are ranked in descending order of the combined similarities, i.e. Sim(q, c), and the top 3 categories are chosen to reflect the user’s search intention. The reason that it is sufficient to use the top 3 categories only is that, for a given query, most users are interested in only one or two categories in the two-level category hierarchy.  

5. EXPERIMENTS

5.1 Data Sets
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In our experiments, seven data sets were collected from seven different users are evaluated. Each user submitted a number of queries to a search engine which, in this case, is Google. For each query, the user identified the set of related categories and a list of relevant documents. The query, the set of related categories and the list of relevant documents comprised a search record as shown in Figure 1. Table 1 gives the statistics of the data sets. For example, user 1 has 10 related categories, and 37 search records with 37 queries and 236 relevant documents. As mentioned in Section 2.4, we generate a set of documents in the construction of the general profile, using the text descriptions of the categories in the first 3 levels of ODP. There are 619 categories in the first two levels of the hierarchy. 

To evaluate our approach, we use the 10-fold cross-validation strategy [23]. For each data set, we randomly divide the search records into 10 subsets, each having approximately the same number of search records. We repeat experiments 10 times, each time using a different subset as the test set and the remaining 9 subsets as the training set. As described in Section 2.3, we construct two matrices from the search records in the training set and we call them 
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. Similarly, two matrices 
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 are constructed from the test set. After the user profile 
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is learned from
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, the set of categories is ranked with respect to each query in 
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 and the result is checked against 
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 to compute the accuracy. Finally, the average accuracy across all 10 runs is computed.

5.2 Performance Metric
In our approach, the top 3 categories are returned for each user query. The following performance metric is proposed:
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 where n is the number of related categories to the query,  
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 is the score of a related category 
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. We compute the accuracy for each query. For example, assume that 
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and 
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 are related categories to a user query, and they are ranked by the system to be the first and the third, then the accuracy should be computed in the following way: 
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=1/(1+1-1)=1 and 
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c
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=1/(1+3-2)=0.5, so the accuracy is  (1+0.5)/2=0.75.

5.3 Experimental Results

First, we investigate the effectiveness of the four batch learning algorithms based on only the user profiles. Table 2 and Figure 4 show their accuracy results. As can be seen from Figure 4, pLLSF, kNN and bRocchio have similar effectiveness and all of them perform well; their accuracy ranges from 0.768 to 0.975 with the exception of user 1. These three algorithms outperform LLSF as shown in Table 2. This indicates that dimension reduction with SVD is worthwhile.

We examine the effects of combining the user profile and the general profile, and compare the 3 combining methods with the 2 baselines. Since pLLSF, bRocchio and kNN have been shown to yield similar accuracy, we choose bRocchio to construct the user profile and pLLSF to construct the general profile. Another reason for choosing bRocchio is that it can be made an adaptive method. Table 3 and Figure 5 show that the 3 combining methods have approximately the same average performance, and all of them significantly outperform the two baselines. This clearly demonstrates that it is worthwhile to combine the user profile and [image: image165.wmf]DC

the general profile to yield higher accuracy than using only one of [image: image166.wmf]M

the two profiles. Another observation from Table 3 is that using the user profile alone gives better performance than using the general profile alone. This tends to imply that it is worthwhile to perform personalized search. 

Finally, we examine the accuracy of the adaptive learning method aRocchio as more and more training data are given. Only combining method 1 is used as there is no significant difference among the 3 combining methods. aRocchio is experimented as follows: (1) We still use the 10-fold cross-validation strategy. The 10 subsets of each data set are numbered from 1 to 10.  (2) For each user, the experiment is repeated 10 times. In the i-th run, the i-th subset is the test set. The remaining 9 subsets are used as 9 training sets. The first user profile 
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 is constructed from the training subset {i+1}. Then 
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 is modified by the training subset {i+2} to yield the next profile 
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 (see the formula in Section 3.4). This process continues until the user profile 
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 is modified by the training subset {i-1} to produce 
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. As more training subsets are given, the accuracies of using the user profile alone, using the general profile alone and using both profiles are examined. Finally, the case of using the test subset i as the training data to produce 
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from 
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 is carried out. The last case is of interest, as in the Internet environment, it is known that users tend to submit the same queries repeatedly. The following are some observations for the results as shown in Figure 6.

(1) When the size of training data is small, the accuracy of using the user profile alone is worse than that using the general profile alone. However, even with a small training data set, the accuracy of using both profiles is better than that using one of the two profiles only.

(2) As more training data is given, the accuracy of using the user profile increases. This also boosts the accuracy of using both profiles.

(3) When all data are employed as the training data, close to 100% accuracy is achieved.  

6. CONCLUSION

We described a strategy for personalization of web search:  (1) a user's search history can be collected without direct user involvement; (2) the user's profile can be constructed automatically from the user's search history; (3) the user's profile is augmented by a general profile which is extracted automatically from a common category hierarchy; and (4) the categories that are likely to be of interest to the user are deduced based on his/her query and the two profiles. 

For the construction of the profiles, four batch learning algorithms (pLLSF, LLSF, kNN and bRocchio) and an adaptive algorithm (aRocchio) are evaluated. Experimental results indicate that the accuracy of using both profiles is consistently better than those using the user profile alone and using the general profile alone. The simple adaptive algorithm aRocchio is also shown to be effective and efficient.
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Table 2: pLLSF vs LLSF vs bRocchio vs kNN on average


Method�
pLLSF�
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bRocchio�
kNN�
�
Average�
0.8236�
0.7843�
0.8224�
0.8207�
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Figure 4: pLLSF vs LLSF vs bRocchio vs kNN on 7 users








Table 1:  Statistics of the 7 data sets


Statistics�
User 1�
User 2�
User 3�
User 4�
User 5�
User 6�
User 7�
�
# of interest catetories�
10�
8�
8�
8�
10�
8�
9�
�
# of search records (queries)�
37�
50�
61�
26�
33�
29�
29�
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avg # of related search records to one category�
3.7�
6.3�
7.6�
3.25�
3.3�
3.63�
3.2�
�
# of relevant documents�
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178�
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134�
98�
115�
�
avg # of  categories in one search record�
1.1�
1�
1�
1�
1�
1�
1�
�
# of distinct terms�
7012�
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4584�
4538�
4553�
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Figure 2:Matrix representations of user search history and profile
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Table 3: Comparison of different mapping methods on average


Method�
User �
General �
Comb 1�
Comb 2�
Comb 3�
�
Average�
0.8224�
0.7048�
0.8936�
0.8917�
0.8846�
�
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Figure 5: Comparison of different mapping methods on 7 users 
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� RDF dumps of the Open Database are available for download from http://dmoz.org/rdf.html


� WebWatcher uses a collaborative-filtering method.
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