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Abstract data dissemination is not sufficiently examined. Geogm@phi
Forwarding, used in most real-time data dissemination-stud
Most existing real-time protocols for sensor data dissem- ies [1, 2, 3, 4], does not always use the shortest path pgssibl
ination use packet scheduling schemes to prioritize pack-increasing the deadline miss ratio.
ets according to their deadlines. However, packet priori-  The primary contribution of this paper isJast-in-Time
tization by itself cannot completely support real-timeadat = Scheduling (JiTS)approach for real-time data dissemina-
dissemination requirements. In this paper, we propose néwtion in sensor networks. JiTS delays packets at every hop
Just-in-Time Scheduling (JiTS) algorithms that take advan for a duration of time which is a function of the number
tage of the available slack, if any, to reduce contentions of hops to the sink and the deadline. Unlike existing so-
and improve real-time performance by judiciously delaying |utions, JiTS incorporates a full estimate of the delay in-
packets as long as their deadlines are not missed. Specifcluding queueing delays at the network layer. Further, it
ically, we explore several policies for allocating the slac  distributes the available slack time to allow the network to
among multiple hops, including a non-linear policy where tolerate transient periods of high contentions.
packets are non-uniformly delayed at intermediate nodes e compare our approach primarily to the RAP real-
to account for expected higher contentions as packets getime architecture [1] that uses a Velocity Monotonic
closer to the sink(s). Notably, our JiTS policies requiré ne Scheduling (VMS) algorithm to prioritize packets. VMS
ther lower layer support nor synchronization among sensor computes packet “velocity”, which serves as its priority,
nodes making for an easy deployment. In our simulation 55 the ratio of end-to-end distance to the time until the
study, JiTS significantly improves the deadline miss ratio geadline. In the Static VMS, velocity is computed once
and packet drop ratio compared to existing approaches in 4t the source, while it is recomputed at each node in the
various situations. It is also shown that the Geographic Dynamic VMS. A packet falling in one of three velocity
Forwarding often used for real-time data dissemination-sub ranges is queued into the corresponding queue in a FIFO
stantially underperforms the Shortest Path routing espe- manner, while fixed priority is enforced among the three
cially when the load is high. queues. RAP also modifies the MAC layer back-off scheme
to schedule packets according to their priority.
The SPEED framework [2, 3] proposes a routing based
1 Introduction approach to real-time transmission. To provide soft real-
time guarantees, SPEED uses a MAC layer estimate of the
Existing solutions for real-time data dissemination in one-hop transmission delay to select the next hop to forward
sensor networks [1] prioritize packets at the MAC layer ac- the data packet to. However, SPEED does not prioritize,
cording to their deadlines and distances to the sink. Thesedelay or reorder packets.
work have several limitations including: (1) While pack- Just-in-Time scheduling was used in Mobicast{&]
ets are prioritized, they are not delayed. When traffic is spatio-temporal multicast scheme in sensor networks.rThei
bursty, high contention may result increasing transmissio goal is reliable message delivery to mobile delivery zones
and queuing delays; and (2) MAC level solutions cannot on top of a random network topology. Just-in-Time De-
account for the queuing delay in the routing layer (occur- livery in mobicast is only used to minimize the number of
ring above the MAC layer) that has a significant impact on data packet copies at different nodes in the multicast zone.
end-to-end delay especially under high loads. In addition, As a result, the network-wide storage-time footprint can be
the role of the routing protocol in the success of real-time saved. However, Mobicast does not consider packet priori-
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In Section 3, the performance of JiTS is compared to theto ensure that the real-time deadline would be met. When
RAP [1] under different deadline constraints and routing « = 0.7, for example, the target delay of the packet will be
protocols. JiTS outperforms RAP in terms of both dead- setto 0.7 times the available slack time, leaving the remain
line miss ratio and packet drop ratio. Especially, the nenli  ing time as a safety margin.
ear version of JiTS is able to achieve the best performance Different JiTS scheduling policies can be developed by
among the tested approaches. These results hold for regvarying the approach to allocating the available slack time
ular and random topologies under different network traffic among the intermediate nodes. In this paper, we consider
patterns. In particular, when the traffic is generated in a the three variations in the following.
bursty manner, JiTS significantly outperforms RAP. Finally
in Section 4, we conclude the paper and discuss future work.1. Static JiTS (JiTS-S):In JiTS-S, the target delay is set

at the data source. The end-to-end deadline in Equation 1
2 Just-in-Time Scheduling Framework is fixed at the data source. Further, we ¥ein Equation 1

to be the data source. However, we estimate the EETD

In this section, our Just-in-Time-Scheduling (JiTS) al- YIN9 the ETD of the current fprwardmg node and the

gorithms for real-time data dissemination, in which sen- dlstqnce fr.om t_he source to the s!nk. Thus_, even though we

call it static, different ETD’s at intermediate forwarding

sor data are forwarded to and gathered at the sink, are de- .
scribed. In JiTS, each node decides how long to delay anodes would make the target delays at those nodes different.

packet, while leaving sufficient time to meet the deadline. o , .
2. Dynamic JiTS (JiTS-D): In JiTS-D, the target delay

For packet forwarding, the JiTS scheduler uses a single pri- X )

ority queue based on the computed target transmission time!S "€S€t at each forwarding node with local values. The
The packet with the earliest target transmission time is in- end-to-gnd deadlllne (Equation 1.) ,Of a packet Ef‘t some
serted to the head of the queue. The first packet in the queuéorwarqmg node is set 'to theemaining Sl‘."‘Ck “’T‘ﬁ'-e-'

is transmitted when its target transmission time is reached ¢adline — Elapsed Time. The EETD is decided by
When the queue is full, the JiTS schedulerimmediately passthe one-hop ETD of the forwarding node and the distance

the packet at the head of the queue to the MAC layer insteaJrom it to the sink instead O,f thg digtance from thg source
of dropping packets in the queue. to sink. Hence, the dynamic JiTS is able to continuously

The end-to-end delay can be divided into two parts: readjust the priority of data packets, if necessary, to meet

lower layer transmission delayalled End-to-End Trans- their deadlines.
mission Delay (EETD), which is the estimated end-to-end Non-li TS (JITS-NL): In thi h
delay due to channel contentions and packet transmissiong" on-linear JiTS (JITS-NL): In this approach, we non-

occurring below the network layer aggdieuing delayaken unifqrmly allocate the available slack time among 'Fhe nter
in the network-layer queues at intermediate nodes. To esti-mec{Iate hops along the path to the sink. Specifically, we

mate the EETD, we periodically measure the one-hop Esti_provide the packets with additional slack time as they go

mated Transmission Delay (ETD) by measuring the time closer to the sink, since the contention is usually higher as

between packet transmission and acknowledgment. ThispaCkEt moves closer to the sink in a da'ta gather'ing applica-
estimate is extrapolated linearly using the ratio of the re- tion. Thus, the target delay at a forwarding node is allatate

maining end-to-end distance to the current hop distance.2 follows.
Since the queuing delay generally dominates the transmis-
sion delay in a heavy traffic environment, a precise EETD is
not necessary. Further, scheduling cannot directly aifect \yherer andO are the remaining distance to the sink and
since this time is spent below the network layer. The secondaverage one hop distance. More generally, we may want to
componentis the queuing delay, i.e., the delay for which the gj|ocate the slack time proportionately to the degree of con
packet is queued at the network layer before being handedention along the path. Such a heuristic may be developed
to the MAC layer for transmission. This delay more crit- py passing the contention information along with the rout-
ical under overload can be directly controlled by the JiTS jng advertisement and allocating the available slack tioie a

Deadline — EET D
9R/O '

Target Delay = @ (2)

scheduler. cordingly. A thorough investigation is reserved as future
In the basic JiTS algorithm, the target transmission time \ygrk.
is set to be equal at all intermediate hops as follows: JiTS can be adapted to work with virtually any under-
Deadline — EETD lying routing protocol. Howgver, the JiTS algprithm may
Target Delay = a (D) need to be adapted to consider the cost metric used by the

Dist X, sink - . .
istance(X, sink) routing algorithm. For example, in a system based on the

where Deadline is the end-to-end deadline between a shortest path routing (SP), the distance is measured in the
source and sink, and is a constant "safety” factor used number of hops.



3 Experimental Study
ot gt poon o A e e

We have implemented the Static, Dynamic and Non- 028
Linear JiTS with both Shortest Path (SP) routing and Ge- oy £ — SVM“
ographic Forwarding (GF) in the Network Simulator (NS2, 0zaf § —— owm
version 2.27) [6]. We have also implemented the RAP Ve- 0l o
locity Monotonic Scheduling (VMS) with GF, including the 02l
specialized MAC support following the original specifica- m/\/\/\WNW
tion [1]. Since GF has significantly outperformed tradi- s ‘ ‘ ‘ ‘
tional ad hoc routing protocols, such as DSR [7], we restrict **% : 2 e : :
the routing comparisons to GF and SP.

Unless otherwise indicated, we use scenarios with 100 Figure 2. Drop Ratio: JiTS(GF) vs VMS

sensors and investigate bath x 10 grid and random de-

ployments. We use IEEE 802.11 with a bandwidth of , , ,
2Mbps and transmission range of 250 meters. Sensors relerms of miss ratio.) The same observation holds for the

port data at a rate of 2 packets/sec. A packet is 32 bytesdrOP ratios.

long. In the grid scenarios, the sink is placed on the north- . : : : : .
west corner of the network. In random deployment, the 100 | o ,//,
nodes are randomly placed in the simulated area, while the ] S-S /

sink is placed roughly at the center.

We compare JiTS with VMS using the same routing pro-
tocol (GF) that was originally used in the RAP scheme [1].
Later, we also show that SP significantly outperforms GF
for JITS. Since JiTS does not require any MAC layer modi-
fication, we use the original IEEE 802.11 as our MAC layer
protocol, while we use the modified MAC layer for RAP as os! ;
done In [1] Deadline(s)

Experimentally, we have observed that a safety mar- ) .
gin parameter of 0.7 works well across different deadlines. ~ F19ure 3. Average Delay: JiTS (GF) vs VMS
Thus, 30% of the slack time is set aside to account for un-
expected variations in transmission or queuing delays.

Figure 3 shows the average delay of JiTS and RAP to
illustrate the difference between the two scheduling ap-
proaches. The average delay of JiTS grows linearly as the
deadline increases, because the intermediate nodes delay
packets proportionately to the deadline. In this way, we can
take advantage of the slack under overload. Note that dy-
namic JiTS manages to keep the average delay around the
value of 0.7 - deadline, while the static JiTS has slightly
higher average delay. Since RAP does not delay packets, its
delay only depends on the data generation pattern but does
not change with the deadline.

Since the VMS uses multiple FIFO queues as its priority
gueue, packet starvation commonly happens. As a result,
the maximum packet delay suffered by RAP is longer than

3.1 Evaluation of JiTS and VMS

Miss Ratio

o2 that of JiTS by a factor of 2 to 3. (Due to space limitations,
’ ' Deadines) ) ’ we do not include the results here.) We will only compare
our JiTS policies with SVM in the remainder of this paper,
Figure 1. JiTS(GF) vs VMS Miss Ratio because the original authors [1] observed SVM to be supe-
rior to DVM.

The first experiment compares the performance of JiTS
to RAP. Figures 1 and 2 show that, for different deadline 3.2 Effect of Routing Protocol
requirements, the miss ratios of Static and Dynamic JiTS
are much lower than those of DVM and SVM across all the  In the second set of experiments, we compare the perfor-
tested deadlines. (Dynamic JiTS outperforms static JiTS inmance of JiTS under GF with JiTS under Shortest Path (SP)
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Figure 5. Drop Ratio: JiTS SP vs GF Figure 7. Drop Ratio of Bursty: JiTS vs SVM

routing. In this experiment, we also show the performance bursty traffic, because JiTS can tolerate the traffic burst by
of the nonlinear JiTS scheduling algorithm (JiTS-NL). Fig- delaying some packets and taking advantage of the idle pe-
ures 4 and 5 show the miss ratio and drop ratio. From riod. On the other hand, SVM cannot make use of the traf-
these figures, we observe that JiTS performs considerablyfic behavior, since it does not delay packets even if there is
better with SP than GF. In general, dynamic JiTS performs slack. In Figure 7, we observe that the JiTS policies achieve
better than static JiTS for both routing protocols. Further the lower drop ratio than SVM, delivering more packets as
JiTS-NL significantly improves the performance compared the deadline constraints are relaxed. In contrast, SVM suf-
to static and dynamic JiTS. Especially, the improvement is fers almost the same drop ratio even when the deadlines are
most pronounced under tight deadlines, showing the appli-relaxed.

cability of JiTS-NL to real-time data dissemination. We

have also observed that the maximum and average delayd.4 Performance with Different Deadlines

of JiTS with GF is higher than that of JiTS with SP for the
same deadlines (results not shown), because GF may use
longer paths than SP in terms of the number of hops.
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3.3 Performance under Bursty Traffic

0.5

In this set of experiments, we evaluate the performance oaf £
of JiITS vs. RAP under bursty traffic conditions. At every 03 é
10 seconds, we let all the nodes publish data packets with 02
the pre-set data rate in the first 5 seconds then stop pub- o1
lishing for the remaining 5 seconds. Figures 6 and 7 show 0
the miss ratio and drop ratio of JiTS and SVM under bursty ’ ' Deadine(s)

traffic with end-to-end deadline increasing from 0.1 second
to 3.0 seconds. In Figure 6, we can see that the miss ratio
of dynamic JiTS is much lower than that of SVM under the

Figure 8. Two Level Deadlines: Miss Ratio
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Figure 9. Two Level Deadlines: Drop Ratio

In this set of experiments, we have simulated bursty gen-
erations of two types of data packets with different dead-
lines where the level 1 deadline is a half of the level 2 dead-
line. ldeally, the scheduling algorithm would allow both

data types to meet their deadlines. Figures 8 and 9 show

the miss ratio and drop ratio of SVM, JiTS-D and JiTS-
NL. Given short deadlines, the level 2 traffic shows better

performance, because the network becomes often unable to

satisfy the aggressive level 1 deadlines. Once the deadline
increase beyond a certain level, JiTS is able to provide sim-
ilar performance for the two traffic types with different tim
ing requirements. However, for SVM, the level 2 traffic
continues to show better performance than the level 1 traf-
fic.

4 Conclusions and Future Work

Real-time data dissemination is a service of great inter-

est to many sensor network applications. We proposed and

evaluated dust-in-Timescheduling protocol that offers sig-
nificant advantages over existing real-time sensor data dis

semination schemes. JiTS delays packets by a fraction of

their slack time at each hop. As a result, it can better toler-
ate bursts than schemes that simply prioritize packettrans
mission. We also explored the effect of routing in meeting
timing constraints and showed that Geographic Forwarding
can lead to suboptimal operation. JiTS outperforms RAP in
both the miss ratio and overall delay. We explored several
approaches to allocating the available slack time among in-
termediate nodes and showed that nonlinear distribution of
the slack time, which assigns more time to hops closer to
the sink, results in better performance than linear distrib
tion of the slack time. JiTS is a routing layer solution that
requires no modification of lower level protocols. Thus, it
can be deployed independent of the underlying MAC layer
and hardware capabilities. From the simulation study, we
found the drop ratio is the lower bound of the miss ratio of
real-time communication. Given a reasonable end-to-end

deadline, if the frequency of packet dropping mainly due
to congestion is decreased, the miss ratio is also decreased
In the future, we will further investigate JiTS in the corttex

of wireless sensor networks. Further, we will investigate
other related issues such as data aggregation in JiTS and
congestion control for real-time data transmission in eens
networks.
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