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Modeling Propagation Dynamics of
Bluetooth Worms (Extended Version)

Guanhua Yan and Stephan Eidenbenz

Abstract—In the last few years, the growing popularity of mobile devices has made them attractive to virus and worm writers. One
communication channel often exploited by mobile malware is the Bluetooth interface. In this paper, we present a detailed analytical
model that characterizes the propagation dynamics of Bluetooth worms. Our model captures not only the behavior of the Bluetooth
protocol but also the impact of mobility patterns on the Bluetooth worm propagation. Validation experiments against a detailed discrete-
event Bluetooth worm simulator reveal that our model predicts the propagation dynamics of Bluetooth worms with high accuracy. We
further use our model to efficiently predict the propagation curve of Bluetooth worms in big cities such as Los Angeles. Our model not
only sheds light on the propagation dynamics of Bluetooth worms but also allows one to predict spreading curves of Bluetooth worm
propagation in large areas without the high computational cost of discrete-event simulation.

Index Terms—Bluetooth, Bluetooth worm, epidemic modeling, propagation dynamics.

1 INTRODUCTION

HE last decade has witnessed a surge of wireless mobile

devices such as cellular phones, PDAs, and headsets.
With such prevalence of wireless mobile devices in our
everyday life, more and more viruses and worms have
surfaced on them. So far, we have seen more than
100 malware instances that propagate on various types of
mobile devices [4]. Common to many existing mobile viruses
and worms is that they leverage Bluetooth capabilities to
propagate themselves. Bluetooth is a short-range radio
technology aimed at connecting different wireless devices
at low power consumption and at low cost. It has a wide
range of applications, such as wireless headsets, dial-up
networking, and peer-to-peer file sharing. The market for
Bluetooth devices has been growing tremendously: world-
wide, 272 million Bluetooth-enabled devices have been
shipped in 2005, twice as many as in 2004 [19].

Computer worms, which have been rampant in the
Internet for more than two decades, are nothing new to us.
Bluetooth worms significantly differ from Internet worms in
three ways. First, the limited transmission range of a
Bluetooth device leads to a proximity-based infection
mechanism: a Bluetooth-enabled device controlled by the
worm can only infect neighbors within its radio range. This
differs from Internet worms that often scan the entire
IP address space for susceptible victims. Second, the
bandwidth available to Bluetooth devices is usually much
narrower than those of Internet links. For instance, the
maximum transmission rate of a device operating on the
class 2 Bluetooth radio is 1 Mbps. Finally, due to the mobility
and limited transmission ranges of Bluetooth devices, the
underlying network topology on which Bluetooth worms
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propagate is much more dynamic than that of Internet
worms.

Although there have been substantial efforts on model-
ing Internet worms [17], [24], [25], [20], the fundamental
differences between Bluetooth and Internet worms call for a
new approach to modeling Bluetooth worm propagation. In
this paper, we propose a detailed analytical model that
characterizes the propagation dynamics of Bluetooth
worms. The input parameters fed to this model include
some key statistical metrics that describe the underlying
mobility patterns, such as average node degree, average
node meeting rate, and the link duration distribution. The
input parameters of the model also include control
parameters used by the Bluetooth worms, such as how
much time the Bluetooth worm spends at most on
discovering new victims and how many victims it expects
to discover within a single infection cycle, and how long the
Bluetooth worm remains dormant before it is activated
again for new infection attempts.

The development of the model rests on detailed analysis
of both the Bluetooth protocol and the impact of the mobility
pattern on the worm behavior. Validation experiments
against a detailed discrete-event Bluetooth worm simulator
reveal that the model accurately predicts the propagation
dynamics of Bluetooth worms, with relative errors smaller
than 10 percent in most cases. To illustrate a use case of our
model, we show how to set the input parameters to predict
the spreading curve of a Bluetooth worm in a large
metropolitan area such as Los Angeles with four million
Bluetooth devices. The execution time to calculate the curve
is only 30 minutes on a commodity PC. This is in contrast to
the scaling limit of discrete-event simulators, such as ns-2,
which can only simulate a few thousand Bluetooth devices
within a reasonable amount of time. Hence, our model not
only sheds light on the propagation dynamics of Bluetooth
worms but also allows one to predict spreading curves of
Bluetooth worm propagation in large areas without the high
computational cost of discrete-event simulation.

The remainder of this paper is structured as follows:
Section 2 briefly introduces the Bluetooth protocol. Section 3
presents a simple behavior model of a typical Bluetooth
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worm, which includes three phases: inquiry phase, infec-
tion attempt phase, and inactive phase. Section 4 discusses
the modeling methodology used in this paper. Section 5
gives a model of the inquiry phase in a worm infection
cycle, including how many neighbors can be discovered
and how long it can take. Section 6 models the period that a
worm contacts each neighbor it has discovered and
attempts to infect each one of them. Section 7 presents a
model that captures the packet loss probability and the data
throughput in a Bluetooth network as the worm spreads in
it. In Section 8, we describe a model that estimates the
infection curve from the analysis of a single infection cycle.
Section 9 presents results of model validation and model-
based prediction. Some further discussions are provided in
Section 10. Finally, Section 11 gives an overview of related
work, and Section 12 concludes this paper.

2 BLUETOOTH PRIMER

In this section, we present a brief overview of Bluetooth
technology [3], [8]. Bluetooth is a short-range radio technol-
ogy that is aimed at connecting different wireless devices at
low power consumption and at low cost. Bluetooth is
designed to work in areas with high densities of commu-
nicating devices and high-level radio-frequency noise from
sources like microwave ovens and cordless phones. It
operates in the 2.4-GHz frequency band and its channels
are shared among devices through a time-division duplexing
(TDD) scheme. Bluetooth also uses a frequency hopping
scheme to reduce interference. A Bluetooth device can
operate at any one of three power levels: power classes 1, 2,
and 3. They correspond to ranges of 100, 10, and 0.1 m and
maximum output powers of 20, 4, and 0 dBm, respectively.

When a Bluetooth device wants to find other devices in
its vicinity, it broadcasts inquiry packets by hopping
3,200 times per second along a 32-channel inquiry hopping
sequence. A nearby device in the discoverable mode listens
on the same frequency sequence but moves forward its
listening carrier every 1.28 seconds. When a device hears an
inquiry packet, it backs off for a random period of time and
then reenters the scanning state. When it receives another
inquiry packet, it responds with a Frequency Hop Synchro-
nization (FHS) packet. On the arrival of this packet, the
inquirer device discovers the responder.

Once a device has discovered its neighboring devices, it
may want to establish a connection with one or more of
them. In order to set up a Bluetooth link with a neighbor
device, it goes through the paging process. This process is
similar to the inquiry process, except that the paging device
explicitly specifies the receiver’s address to indicate which
device it wants to set up a connection with. After a
connection is established, the pager device and the paged
device are called the master and slave of the new link,
respectively. In the connected state, the master and the slave
can exchange normal data packets by hopping 1,600 times
per second along a 79-channel frequency sequence decided
by the master’s local clock and its device address.

A master device can have up to seven slaves in a piconet,
which is a collection of Bluetooth devices sharing the same
channel. In a piconet, communications can only occur
between the master and the slaves. In other words, two
slaves in a piconet do not communicate with each other
directly. The master device in a piconet regulates how the
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Fig. 1. Infection cycle of a Bluetooth worm.

channel bandwidth is allocated to each slave. A piconet
contains only a small number of Bluetooth devices, but
multiple piconets can form a larger network, which is called
a scatternet. A device can only be a master in at most one
piconet in a scatternet, but it can act as slaves simulta-
neously in multiple piconets.

A Bluetooth link has a maximum capacity of 1 Mbps. The
Bluetooth specification defines two types of links: synchro-
nous connection-oriented (SCO) links for voice communica-
tion and asynchronous connectionless (ACL) links for data
communication. In this paper, we assume that a Bluetooth
worm uses ACL links for propagation. ACL links use the
Automatic Repeat Request (ARQ) scheme to recover lost
packets. ACL links support six types of packets and DH1 is
one of them. The maximum symmetric data throughput of
an ACL link using DH1 packets is 172.8 Kbps.

3 BEHAVIOR OF BLUETOOTH WORMS

The infection cycle of a typical Bluetooth worm can break
down into several phases, as illustrated in Fig. 1. When a
Bluetooth worm is activated, it starts searching for
Bluetooth-enabled devices in its vicinity. In this phase,
the worm broadcasts Bluetooth inquiry packets and waits
for responses. Because of the uncertainty about how
many responses will be received, the worm specifies the
expected number of responses, Nj?, and the maximum
amount of time it wants to wait, 777 . If N’ responses
are received before 7}? time units elapse, the worm stops
the inquiry phase on the arrival of the Nj? th response
and then enters the next phase; otherwise, regardless of
the number of responses it receives, the worm terminates
the inquiry phase immediately after 77, time units.
Once the worm collects a list of Bluetooth-enabled
devices in its communication range, it iterates through the
list, attempting the following steps with each neighbor
device: establish a connection to it (step 1), probe infection
possibility (step 2), replicate the worm code onto the victim
device (step 3), and disconnect from it (step 4). Owing to link
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instability in mobile networks, each of these steps may fail
without notice from the other end. Hence, a timer is
scheduled in each step, thus allowing the worm to detect
possible connection failures. The maximum amount of
times the worm is willing to wait in steps 1, 2, 3, and 4 are
denoted by Ty, T'%, T/¢,, and Ty, ., respectively.

In step 1, establishing a connection to a nearby device
involves the paging process in the Bluetooth communica-
tion. We refer the reader to [5] for the details in this process.
In step 2, whether a device is infectable hinges on the
vulnerability the worm exploits. For example, the Comm-
warrior worm probes each victim device for the availability
of the “Obex Push” service; on a positive reply, the worm
replicates itself onto the victim. In our model, we simplify
this process by distinguishing three types of replies from a
probed device: A REJECTED reply indicates that the probed
device is insusceptible, an UNINFECTED reply indicates that
the probed device is susceptible and uninfected, and an
INFECTED reply indicates that the probed device is
susceptible but infected. The last type of replies may not
reflect the behavior of some Bluetooth worms, but this can
be easily modified in our Bluetooth worm model. In step 3,
the time needed to replicate the worm code onto the victim
is contingent on both the Bluetooth packet type and the size
of the worm code. In our model, we use DH1 packet type
for transmission due to its simplicity for analysis. The size
of the worm code varies from worm to worm. For example,
the Cabir.H worm consists of about 7,000 bytes, but the
Commwarrior.a!sys worm has 30,582 bytes. In our model,
we use Syom to denote the worm code size.

Once all the devices on the neighbor list have been
iterated, the worm remains inactive for 77 time units.
After the idle phase finishes, the worm enters another
infection cycle and the process repeats.

4 MoDELING METHODOLOGY

The model we propose for characterizing the propagation
dynamics of Bluetooth worms is deterministic and ad-
vances the time in a discrete fashion. Let i(¢) denote the
average density of infected devices in the network being
considered at time t. We assume that the worm starts
propagating at time ¢, with the initial infection density as
i(ty). Given the knowledge of the worm propagation
progress i(t;) at time ¢;, where k > 0, the model determines
the next time point ¢;,; and the associated worm propaga-
tion status i(¢x41). Let Ttyq.(t) be the duration of an infection
cycle that starts at time ¢. We then choose the time step size
41 — tr as Teyae(t,). Moreover, between any two successive
time points ¢; and ¢, we use the following logistic
equation to approximate the worm propagation curve:

YO _ ste)-it) - (ot0) — 0, )
where p(t) and ((t) are the average device density and the
pairwise infection rate at time ¢, respectively.

To derive both T, (t) and 3(t), we make the following
assumptions: 1) all individual devices are homogeneously
mixed; 2) the behavior of an infected device at time ¢ is a
deterministic function of the device density (i.e., p(t)), the
worm propagation progress (i.e., i(¢)), and the statistical
properties of device mobilities; 3) all infected devices at

Input Explanation
Mobility Ane Avg. number of neighbors a device meets per sec.
metrics J; Avg. node degree
Fr,(7) | Cumulative distribution function of link durations
Ngey | Number of devices
Sdew Size of the area in which devices move
Worm ﬂ%’q Inquiry timeout value
parameters Nitffq Max. number of inquiry responses waited for
Tt .. | Connection establishing timeout value
T;ﬁ;‘)b Probing timeout value
Tjgp Worm replication timeout value
ctl'?s ¢ Disconnection timeout value
Tita?l . | Duration of the idle phase
Sprb Size of the probing packet
Sworm | Size of the worm code body

Fig. 2. Input parameters fed to the model.

time ¢ have an identical infection cycle, except that they can
be at different phases in the infection cycle. We note that the
first assumption may not hold under some mobility
patterns. For instance, the well-known random waypoint
model leads to higher device mixing ratio at the center of
the area than that in the bordering region. This problem can
be solved by extending our approach to a spatial-temporal
model, e.g., the distributed infective model [11] that divides
the whole area into multiple patches and updates the worm
propagation status in each patch separately.

Assuming that individual devices are homogeneously
mixed, we can abstract the underlying mobility model into
a few statistical metrics. Fig. 2 gives a list of these metrics
and their explanations. Note that all these metrics except the
size of the area (i.e., Sy,) can be time variant. For clarity, we
omit their time indices in the table. p(t), the device density
at time ¢, is actually Nye,(t)/Sqes(t). Moreover, the statistical
metrics that describe the mobility pattern form one part
of the input parameters fed to our model, besides the
Bluetooth worm parameters as discussed in Section 3. The
Bluetooth worm parameters are also listed in Fig. 2.

In the following discussion, we first focus on the analysis of
a single infection cycle starting time ¢, from which we derive
the duration of an infection cycle (i.e., Tpyuc(t)) and the
number of new infections out of the infection cycle. We use
a(t) to denote the latter. We then discuss how to derive /(t)
from «(t) and use (1) to estimate the worm propagation curve.

5 MODELING THE INQUIRY PHASE

We first model the inquiry phase. Consider an infective
device starting inquiry at time ¢. Without loss of generality,
we assume it is device 0. Let T},,(t) represent the average
duration of the inquiry phase at time ¢.

5.1 Number of Neighbors

We distinguish two different classes of neighbors. First, at the
exact moment when device 0 starts its inquiry phase, some
neighbors may be in its radio range. We call such neighbors
instantaneous neighbors of device 0. Their average number at
time ¢ is actually J;,(¢) shown in Fig. 2, the average node
degree at time ¢. As time goes by, some of these instantaneous
neighbors may move out of its radio range and at the same
time some new neighbors may enter its radio range. These
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new neighbors are called contingent neighbors of device 0,
whose number we denote by J,(t). Apparently, J.,(t)
depends on how long the inquiry phase lasts. Here, we
assume that the interarrival time between these new
neighbors is exponentially distributed. Hence, the arrival
process of new neighbors is a Poisson process. This assump-
tion will also be used later in Section 5.4 to derive the mean
duration of the inquiry phase. Let \,.(t) be the arrival rate of
new neighbors. Using the Poisson Arrivals See The Average
(PASTA) property of the Poisson process, the number of
neighbors, H;,,(t), that device 0 meets in its inquiry
phase starting at time ¢, is equal to J;,(t) + Jeo(t), where
Jco(t) = )\ne(t) ' ﬂ7lq(t)‘

5.2 Neighbor Discovery Probability

Not all the neighbors that the infective device meets in
its inquiry phase can be discovered by it. As a neighbor
receives an inquiry packet transmitted at the same
frequency as the one that it is hopping on to receive inquiry
packets, it backs off for a random period of time before
responding to the inquiry device. The back-off mechanism
in the Bluetooth protocol avoids the situation in which
multiple neighbors respond to an inquiry packet in the
same time slot. This implies that a neighbor has to stay in
the inquiry device’s radio range long enough to get
discovered. Let D denote the time that an inquiry device
needs to discover a neighbor in its radio range. In [15], it is
shown that the distribution function of D actually depends
on how many devices are performing inquiry operation
simultaneously. Even if there is only one device searching
for its neighbors, the solution provided in [15] is so
complicated that it is difficult to incorporate it in our
model; if there is more than one device performing inquiry,
deriving the distribution function of D is infeasible [15].
Under such circumstances, we resort to simulation for an
empirical solution to D(k), the average time needed to
discover a neighbor given that £ devices are performing
inquiry simultaneously. More specifically, we simulate
11 Bluetooth devices, among which 10 of them periodically
inquire for neighbors. All these 11 Bluetooth devices are
static and located within each other’s communication range.
In the experiments, we consider a perfect situation in which
no packets are dropped due to cochannel interference. We
use the ns-2 simulator [2], extended with the UCBT
Bluetooth simulation module [1], which provides a very
detailed implementation of the full Bluetooth protocol
stack, to derive the average duration between the time an
inquiry is issued and the time a neighbor is discovered. We
vary the number of Bluetooth devices that simultaneously
scan for new neighbors from 1 to 10 in the experiments. We
apply the linear least squares regression method to the
simulation result and obtain the following equation:

D(k) = 0.3322 - k + 2.2325. (2)

When k is 1, D(1) is 2.5647 seconds; it is very close to
2.292 seconds, the expected inquiry time derived from
mathematical analysis [15]. We do not consider stochastic
variance in our model for simplicity, although it has been
shown to be an important factor that affects propagation
dynamics of Internet worms [13]. We further assume that
the discovery time D(k) is uniformly distributed between 0
and 2D(k). The observations made from the simulation

results confirm that it is a reasonable approximation. Thus,
the probability density function of D(k), denoted by

o (), is
ot (1) = 55 Q)
MNT ) = —=—77-
PO 9D (k)

On the other hand, the number of devices that perform
inquiry simultaneously increases as the network is popu-
lated with more infected devices. We use m(t) to denote the
average number of devices that perform inquiry simulta-
neously in device 0’s radio range at time ¢. Recall that
Teyele(t) denotes the total duration of an infection cycle
starting at time ¢. The probability that an infected device is

in the inquiry phase, denoted by PL‘T’L‘}](t), is thus

3 En (t)
PM(t) = 5 4
mf( ) Tuyclc(t) ( )
It then immediately follows
m(t) = i(t) - mry, - Pi(0), (5)

where r,, is the radio range of a Bluetooth device.

We now calculate the discovery probability of a neighbor
that device 0 meets in its inquiry phase starting at time ¢.
We use random variable L(t) to denote the duration of a
link and f1;)(7) to denote the probability density function
of link durations at time ¢. Here, a link means the period
during which two devices remain each other’s communica-
tion range. We cannot simply let the discovery probability
be IP{L(t) > D(m(t))} because the inquiry phase initiated
by device 0 may not start at exactly the same time as that
when the link appears. We thus introduce notation 7, () to
be tink — ¢in4, where /""" and ¢" are the starting times of the
link and the inquiry phase, respectively. Satisfying either of
the following two propositions leads to a link between the
two devices during the inquiry phase of device 0:

Ay Tyopy(t) <0 and  Tye,(t) + L(t) > 0,
Agt Tyop(t) >0 and  Tpap(t) < Ting(t).
Proposition A; corresponds to the instantaneous neigh-
bors met by device 0 in its inquiry phase and proposition A,
corresponds to its contingent neighbors. Let P4, and Py,

denote the probabilities that propositions A; and A, are
true, respectively. We then have

Py, = P{Ty(t) + L(t) > 0 A Ty (t) < 0}, (6)

Py, = P{0 < Tyop(t) < Ting(t) }- (7)

On the other hand, in order for a neighbor to be
discovered by device 0, the link should overlap with the

inquiry phase for at least D(m(t)). Satisfying the following
two propositions enables device 0 to discover that neighbor:

Byt Tyep(t) < 0,0 < D(m(t)) < Ting(t) and

Tyap(t) + L(t) = D(m(2)),
By Tyep(t) 20,0 < D(m(t)) < Ting(t),

L(t) = D(m(t)), and Ty (1) + D(m(t)) < Ting(t)-
Similarly, propositions B; and B, correspond to the

instantaneous neighbors and the contingent neighbors that
device 0 discovers in its inquiry phase, respectively. Let Pp,
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and Pp, denote the probabilities that propositions B; and
By are true, respectively. Hence,

}h:m{nﬂo<0Awa»§Em®

(8)
ATpop(8) + L (1) = Dm(t))},

Pp, =IP{0 < Ty (1) < (1)
AL(E) 2 Dm(t)) A D(m(t)) < Ting(t) }.

Let Pi" (t) and P$ (t) be the probability that an instanta-
neous neighbor and a contingent neighbor can be discovered
by device 0, respectively. Clearly, we have the following:

— D(m(t)) )

Pp,
Py,

Py,
i N 1
P (10)

Pir(t) = and P (t) =

The computation of P4, Pa,, Pp,, and Pp, requires the
knowledge of the distributions of both T}, (t) and L(t). The
latter is dictated by the mobility model that governs how
devices move. Let ®; be the maximum link duration derived
from the mobility model. We assume that 7}, (¢) is uniformly
distributed between —® and ®, where ® is max(®;, 71 ).

ing
Typically, ®; is much larger than 7}y . Hence, the probability

/HI'(['> (T)’ iS

density function of 7,,(t), denoted by fr,

1
fr,0(1) =52

53" where ¢ = max(@;,T;'q)

(11)

Given that the probability density functions of T, (t),

D(m(t)), and L(t) are fr,, (), foeme)(v), and fie(7),
respectively, we are able to compute Pp, and P, as follows:

0 min{T},,(t),2D(m(t)) }
Pp = / ds / dv
~o 0
@
/ I1,0,0(8) * [ (V) - fr (T)dT
e (12
~2D(m(t)) 20 / ds
0
mm{TW, (t) ‘QD(m(t))}
P{L(t) > v+ s}dv,
0
T; lq(t) TanU)*’
Pp, = dv ds
0
/ﬁma (5 - fro()
(13)
1
2D( (t)) 2@
Ting(t)
(Ting(t) — v) - IP{L(t) > v}dv

In the above computation, we have used (3) and (11).
froy (7‘) is the input parameter of our model. In (12), we
have f _Jrw(r)dr =TP{L(t) > v — s} and then reverse the
sign of s when doing integration on it. Similarly in (13), we
have [* fru(r)dr = IP{L(t) > v}.

5.3 Number of Inquiry Responses

If we ignore the impact of interference among different
responses, the responses can be assumed to be independent.
Hence, we can model it as a binomial process. Let n be the
number of neighbors device 0 meets in its inquiry phase and p
be the probability for each of them to be discovered. The
average number of responses is then np. However, the
assumption that all neighbors are discovered by the inquiry
device with the same probability, no matter whether they
have already been infected or not, does not necessarily hold,
because an infected neighbor in the inquiry or paging state
cannot respond to the inquiry. Let Pj’(t) denote the
probability that an infected neighbor is not in inquiry or
paging mode. We also use T}, (t) to denote the total time that
device 0 spends on paging the neighbors it has discovered.
We then have

Ting(t) + Thage(t)
Tcyr:le (t)

Even though a neighbor is not infected or is not in either
inquiry or paging mode, it may be contacted by another
infected device. The Bluetooth protocol state transition
diagram [16] shows that only a neighbor in the
CONNECTION state or the STANDBY state can move to
the INQUIRY-SCAN state, in which it can be discovered by
other devices. Hence, if a neighbor is being contacted by other
infected devices and is thus not in these two states, it cannot
transition to the INQUIRY-SCAN state and thus cannot
respond to the inquiry from device 0. Let P.,(t) denote the
probability that an uninfected device or an infected device not
in the inquiry or paging mode responds to the inquiry of
device 0. It is difficult, though, to derive a precise analytical
model for P,,(t). For simplicity, we assume that a neighbor
does not respond to the inquiry of device 0 if there exists
another infected device that is paging it or has already
established a connection to it. Consider any neighbor of
device 0 that is either not infected or an infected device not in
the inquiry or paging mode. Suppose it is device k. We use
Nyroc(t) to denote the average number of infected devices in
device k’s radio range that are actively processing the
neighbors that they have discovered. We also use T},,,.(t) to
denote the total time that an infected device spends on
processing the neighbors it has discovered. We have

Tyroc(t)
T{:ycl e (t)

To derive an approximate formula for P.,(t), we
consider a static case in which no devices move. Then, the
neighbors that these N,,..(t) devices are contacting should
be located within 2r,, distance to device k£ and they are
either uninfected or infected but idle. Let M,,,.(t) denote
the average number of devices that these N,,.(t) devices
can possibly be processing. We have

P (1) =1

inf (14)

Nyroe() = i(t) -2, (15)

to

Myroe(t) = (P(t) —it) + T@Tffﬁiw

aﬁ 7(2r0)%.  (16)
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If device k is able to respond to the inquiry of device 0, it
should not be contacted by any of the N, (t) infected
devices. For each of the N,.(t) infected devices, the

probability that it does not contact device k is M;{’I’(% L
Hence, it immediately follows that
Moo (t) — 1) Ve
P(t) = (2 — - ) : 17
o0 = (Ml i

Now, we calculate R(t), the average number of neigh-
bors that device 0 can discover in its inquiry phase. We treat
instantaneous neighbors and contingent neighbors differ-
ently because their discovery probabilities are not the same.
Let NI (t) and N2 (t) denote the average number of
instantaneous neighbors and contingent neighbors discov-
ered by device 0, respectively. For brevity, we also
introduce another notation % (t) as follows:

h(t) = p) —i(t) | Ut) pa

o0 e 1)

We then have
Nri‘:p(t) = Ju (t) : P;:’c(t) : h(t) : Pmp(t)a (19)
NE() = Jult) - P(8) - B(t) - Puglt). (20)

As the total number of neighbors that device 0 can
discover should not exceed Nj7 , the number of neighbors
discovered in the inquiry phase, i.e., R(t), can be established
as follows:

R(t) = min{N?" N (8) + Nf;’p(t)}.

ing? * Vrsp

(21)

5.4 Duration of the Inquiry Phase
The duration of the inquiry phase is related to how many
instantaneous neighbors device 0 can discover. If Nj;;)(t) is
equal to or greater than N}/, then device 0 does not need to
wait for the appearance of contingent neighbors. Hence, the
duration of the inquiry phase is simply D(m(t)). We thus
have the following:

Ty(t) = D(m(1)), if NIL(t) = NI2

ing’

(22)

On the other hand, if N;7,(t) is smaller than N}, then
device 0 has to discover more contingent neighbors to fill
the gap between them. In this case, computing the duration
of the inquiry phase requires the knowledge of how device 0
meets its neighbors. We assume that links between device 0
and its neighbors appear according to Poisson process at
arrival rate A,.(t). Moreover, we also assume that all
devices are homogeneously mixed so that among H,,(t)
neighbors, the number of infected and uninfected devices
are proportional to their fractions in the whole network.
Hence, the original Poisson process can be split into two
subprocesses, which both are Poisson processes. The first
one has only uninfected devices and their arrival rate,
denoted by A (?), is

A1 (t) = M . >\7ze(t) . Prsp(t)~ (23)

The second subprocess consists of only infected devices
and their arrival rate is % - Ane(t). Since the probability that
an infected device can respond to the inquiry by device 0 is
Pgi(t) - Pgy(t), all such devices form another Poisson
process and its arrival rate, denoted by Ay (%), is

a(t) = S5 Mlt)- Py Pyl
As two Poisson processes merge into a new Poisson
process, all the neighbors that can respond to the inquiry
of device 0, including both infected and wuninfected
devices, form another Poisson process. Moreover, recall
that the discovery probability of a contingent neighbor is
P (t). The process after random selection with prob-
ability P (¢) is still a Poisson process and its arrival rate,
denoted by A(t), is

Alt) = (M(t) + Aa(1)) - Pig(1).

Let Z, be the time needed for device 0 to collect
n neighbors and z,(s) be its probability density function.
We then have [7]

(24)

(25)

A (A(t)s)" e MDs
(n—1)!

zn(s) = (26)

Since N7 (t) instantaneous neighbors have already been

found, device 0 only needs to find N/7, — N/ (t) contingent
neighbors. However, if the inquiry timer expires before it
does so, it cannot find N};‘I’q neighbors eventually. So, the

average duration of the inquiry phase is

) 2D(m(t))
Tl = 3B} /

to __,

Ty v
X ((1 - / ze(t)dt> T
0

Tl —y

ing

+ (t+v)- ze(t)dt> dv,
/

(27)

where ¢ is N° — N (¢). Note that in (27), we integrate

ing TSP
from 0 to T — v on t. This is because the link between a

ing

contingent neighbor and device 0 must last at least D(m(t))
time units before it is discovered by device 0.

6 MODELING THE NEIGHBOR PROCESSING PHASE

For ease of explanation, we number the infective device
under consideration as device 0 and all the neighbors
discovered from 1 to R(t). In order for the worm to infect
device k, where 1<k < R(t), it has to wait until all
neighbor devices numbered before neighbor k& have been
processed. We use 7(¥(t) to denote the duration of the
period that starts when device 0 starts its inquiry phase and
ends when it starts to process neighbor k. Obviously, we
always have the following;:

T,s(-l)(t) = Tinq(t)- (28)
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6.1 Step of Establishing a Connection

We first model the probability that a neighbor discovered is
pageable. Let P;(t) and P,(t) denote the fraction of infected
and uninfected devices among all the neighbors discovered
by device 0, respectively. According to the discussion in
Section 5.3, infected devices in inquiry or paging mode do
not respond to the inquiry of device 0. Hence, we have

Piy(®) -i(t)

Pz(t) = Pg[bf(t) . Z(t) + p(t) - Z(t) ’ (29)
=i

PO = B @ e 0 v

For any of these infected neighbors, if it is in the inquiry
or paging mode, device 0 cannot successfully establish a
connection to it. Furthermore, for any neighbor collected by
device 0, if there is another infected device also connecting
to it, device 0 may not be able to establish a connection to it
successfully. Deriving the precise probability that a device
is pageable is difficult. For simplicity, we assume that if
there exists another infected device in contact with
neighbor k, neighbor k is not pageable. Let Py (t) denote
the probability that a neighbor discovered by device 0 is
pageable and P (¢) denote the probability that a neighbor

discovered by device 0 is not pageable. We then have

Pl () = (P - Pasy(t) + Pu(®) - Pro(0),
P () = Po(t) - (1= Py(t) + Py(t) - (1= Py (1))
+ Py(t) - (1= Pugp(t)).

Let PP(t) and Pr(¢) denote the proportions of
infected devices and uninfected devices among all pageable
neighbors, respectively. Obviously,

Bit) - Py ()

O Bw mnm - RO ey
page _ Pu(t)
PO = pw 0+ RO (32)

Packet losses due to channel congestion (e.g., cochannel
interference and adjacent channel interference) can increase
the duration of the connection establishing process. In our
model, we take this into consideration. Let 7.,,, be the
average duration of successfully establishing a connection
between two devices in a loss-free environment. We model
the connection establishing process as a two-way hand-
shake: the paging device sends out a packet with the paged
device’s access code requesting a connection and the paged
device replies with a new packet also carrying the slave’s
access code. An iteration of two-way handshake fails if either
of the packets gets dropped. Let P (¢) denote the paging
packet loss rate at time t. In the following, we compute
T9°%(t), the average time needed for successfully establish-
ing a connection provided that the paging packet loss rate is
Pl (t). As we discuss later in Section 7, the loss probability
of a packet is related to its size. Since a paging response
packet has the same size as a paging packet, the loss
probability of paging response packets is also Prw%°(¢). The

computation of PP%(t) will be introduced later in Section 7.

loss

Let s be the maximum number of iterations allowed.

Assuming both error-free transmission and no estimate of
the slave’s native clock by the paging device, if the paging
procedure uses the R1 mode [16], the mean duration of the
paging process is 1.28 seconds and its maximum duration is
2.56 seconds [6]. If an iteration of two-way handshake fails,
the paging device wastes 2.56 seconds and has to wait for the
next iteration. Let 6(¢) be (1 — P/*%(t)). The following table
illustrates the computation of the average time needed to
establish a connection successfully:

Probability Average duration of paging process
o(t) 1.28
(1- 6(75))(5%153 1.28+1 x 2.56

(1—6(t)%6(t) 1.28+2 x 2.56

(1—6(t)°'6(t) 1.28+ (s — 1) x 2.56

5 .
where s = [32¢|. Hence, the average duration of a success-
ful paging process is

T90U (1) = ((1/6(t) — (1/8(t) + s)(1 — 6(t))°) x 2.56 — 1.28.

conn

A necessary condition for device 0 to establish a
connection to neighbor £ successfully is that the link
between these two devices should be long enough such
that the connection establishing process can be finished.
Hence, the following proposition should be satisfied:

Qut L(t) + Ty (1) 2 (1) + T ().

conn (33)

Before device 0 connects to neighbor k, the prior
knowledge is that it must have already discovered this
neighbor in its inquiry phase. Hence, we know that either
proposition By or B, must be true. Then, the probability
that device 0 can connect to neighbor & successfully is

prce (t 7 (t)) =P (1) -P{Q, | B, V By}

conn page
P{QLA(B1V By)}
]P{Bl \Y BQ}

= Fpoge(t)
To further simplify the above equation, we introduce
another proposition Qy:

Qo+ Tyap(t) < Ting(t) = D(m(t)) A D(m(t)) < Ting(t)-

After applying some logic computation, we have
Qi A (B1V By) = Qo AQy. Hence, P3(t,7(F(t)) can be
rewritten as

P{Qy N Q1}

psuce (t, (k) t ) — PP (¢) . )

conn page (34)

If device 0 fails to establish a connection to neighbor £, it
has to wait until the connection establishing timer expires,
which lasts 77, time units. Let P/% (t,7"(t)) denote the
probability that device 0 fails to establish a connection to
neighbor k provided that device 0 starts to process

neighbor k at time 7(¥)(¢). It immediately follows:

Pt (179(1)) =1 = Pyee (1.70(1))

‘]P{Qo AQri}
P{B;V By}’

(35)
—1— P (1)

page
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In (34) and (35), IP{B; V By} is actually equal to
P{B,} +IP{By} and IP{Qy A Q:} can be written as an

expression of P{Ty,,(t) + Do) < Ting(t) A Doy < Ting(t) A

L(t) + Tyap(t) > Y(t)}, where Y (t) > Tjpy(t). It can be com-
puted as follows:

IP(TQGT’(t) + Dm(t) < Tm(]( ) A Dm(t) < /qu(t) A L(t)

+ Tyuplt) 2 Y (1))

Tong(t)  min{Ting(£),2D(m ing (t) =5
= / ds / dv

- 0

[

/ I1,,0(8) * [om(e (V) - fr (T)dT

(G (36)
=3 (m( )) mm{qu ), 2D(m(t ))}
0
1 1
4 ]Pl>Y(t —S)dS-ﬁ*m'ﬁ
Ting(t)

min{2D(m(t)), Ting(t) — s}IP(L > Y (t) — s)ds).

0

6.2 Step of Probing for Infection Possibility

If device 0 succeeds in establishing a connection to neighbor
k, it probes whether it is infected. It is obvious that the
probing process can be prolonged because of channel
congestion. Let 7(t) be the average data throughput at time
t. The computation of n(¢) will be introduced in Section 7.
Recall that the total number of bytes in the probing packet
and replying packet is S),,. Then, the average time needed
for a successful probing process is ipb Therefore, in order
for the probing process to finish successfully, the following
proposition must hold:

Tgood I”“b
(’OWTI( ) + ( )

The prior knowledge for device 0 to probe the
kth neighbor is not only that the neighbor is discovered in
its inquiry phase, but also that device 0 successfully
establishes a connection to it. That is to say, (B V By) A
O must be true. If the probing process succeeds, the

Q2 L(t) + Typ(8) = 7 (1) + (37)

timer expires and the probmg phase thus lasts 777,
Furthermore, the probability that device 0 attempts to probe
the kth neighbor is IP{Q|B;V By}. Let P;;"b“(t,rs(k)(t))
denote the probability that device 0 successfully probes
the infection state of device k. It is easy to see that
Q1 N Q2 = Q2. Similarly, some logic computation leads to
the following: Qs A (B V By) = Qy A Q2. Then, by applying
Bayes’ rule, we have
P (6,79(1)) = Pl (6) - IP{Q1 | BV B}

“IP{Q:2 | (B1V B2) AQ1}
05 ]P{QO /\QZ}
P[I))aq(() ]P{BIVBQ}

(38)

Let Plfc,(;)”(t k) denote the probability that device 0 fails to

probe the infection state of device k. We then have

P[{;“llbll (t T(k)( )) PP () - P{Q1 | B1 V By}

(1=P{Q2 | (B1V B2) ANQ1})

P{Qo N Q1} —TP{Qy A Q2}

= Fage(t)- P{B, V By}

page

(39)

In (38) and (39), IP{B; V B,} is equal to IP{B; } + IP{B-},
and both IP{Qy A @1} and IP{Qy A Q2} can be computed
using (36).

6.3 Step of Replicating the Worm Code

After the probing step, if device 0 finds that neighbor k is
not yet infected, it tries to replicate the worm code onto the
victim. The prior knowledge for device 0 to replicate the
worm code onto neighbor k includes the following:
1) device 0 establishes a connection to neighbor & success-
fully; 2) device 0 receives the reply to its probing packet
from neighbor k; 3) neighbor k has not been infected yet.
The probability that all these three conditions are satisfied,
denoted by Purier(t, 7(¥)(t)), is

P (4,70(8)) = Pl (6) - PAQ | By v Ba}

‘IP{Qs | (B1V Bs) AQq} - PP°(t)

~ opos (i P{Qo A @2} e
_p]é)age(t) m Pp g (t)

On the other hand, let ngjﬂ( t, 7" (t)) be the probability
that device 0 finds that neighbor %k has already been

infected. It is actually

Py () =

(40)

P (t) - TP{Q1 | By V By}

page
‘IP{Q2 | (B1V Ba) ANQ1} - PP(t)

__ ppos ]P{QO /\QZ} hage
_Pgage(t) W PI g ( )

(41)

The average time needed to replicate the code success-
fully is Syorm /7(t). The following proposition should be true
if the worm code can be successfully replicated onto
neighbor &:

Sy Sw
3 L(t) 4+ Ty, > 5) +T:1001[L)Z 4 Dprb | Sworm
Q3 1 L(t) + Tyap(t) (t) (t) =R

(42)

By some logic computation, we have Q3 A (B, V By) =
Qo N Q3. Moreover, it is also possible that worm code
replication fails because neighbor £ moves out of the radio
range or the packet loss rate is too high. Let P3u(t,7{¥(t))
denote the probability that the worm code can be
successfully replicated onto the victim. It can be established
as follows:

P (670w0) = P (1

70

bage

70(1)) - P{Qs | Q2 A (B1V By))

P{Qy A Q3}

L proge(p) . A0 D X3S
) P{B, V By}

u

(43)
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On the other hand, if the worm code is not successfully
replicated before the code replication timer expires, the
failed worm Code replication process takes 7}, time units.
Let P/ ‘”I(t 7(M(t)) denote the probability that device 0 fails
to dehver the worm code successfully onto the victim. We
then have

Pt r0(t)) = P (t,7(1))
(1 =TP{Qs | Q2 A (B1V By)})
= Pl () P

page
P{Qo A @2} — IP{Qo A Q3}
P{B, V B}

In (40), (41), (43), and (44), IP{B; V By} is equal to
IP{B1} + ]P{Bz}, and both ]P{QO A QQ} and ]P{Qo A Qg}
can be computed using (36). For simplicity, we ignore the
time needed to destroy the connection because it is much
shorter than the other phases, although technically there is
no difficulty in incorporating it into our model.

(44)

6.4 Total Time Spent on Processing All the
Neighbors Discovered

The analysis presented in the previous sections suggests
that the total time spent on processing neighbor k by
device 0 depends on multiple conditions, including whether
device 0 can successfully establish a connection to it,
whether device 0 can successfully probe its infection state,
whether neighbor £ has already been infected, and whether
device 0 can successfully copy the worm code onto it if it is
found to be uninfected.

Suppose that V is a vector of five elements. We define
function Q(t, k, 7 (t), V) recursively as follows:

OO R P T
where w =
Pl (t,70®) - (VI + (t b+ 1,70 0) + T8, )
fazl( k)(t))
(V) +Q(t Bt L r0() + Tool(t) + Tl ) )
+ Py (4,79 (1))
: <V +Q(t k1,70 (8) + T ¢ )+SE’”)’)>
T (t, 70 (t))
% 00 rb | Sworm
-(V[4]+Q(t,k+1,r§”( ) + T () + f)+ 0 ))
+ Pl (10
: (V[5] + Q(t, k+1,70(8) + T900d(¢) + SE”)’ 1 Tf;;))

Then, T),..(t), the total time that device 0 spends on
processing all the neighbors it has discovered, is

Tynoe(t) = (£, 1. Ling (1), Vyroe(1)). (46)

where

S prb

Tto qudt + ,
R0y

prb? = conn

‘/,vDTU(—( ) <Tf(())nn7 T(,qoor(;;f( )

Topm(t) +

S, prb S, worm d S, b
T () + =+ T, )
n(t) () € n(t)

We can further establish the following equation on
Teyeie(t), the total duration of an infection cycle starting at
time t:

Toyete(t) = Ting(t) + Tproc(t) + Tige-

Similarly, the total time spent on the paging process, i.e.,
Tpage(t) in (14), is equal to

(47)

Qt, 1, Tong (8), (T25, Toon(t)

conn? ~ conn

Tgoad ( )

d d
» = conn ’T({}::n( )7Tcg::n( )>)
Once the worm code has been successfully replicated
onto a victim, a new device is infected. Recall that «(t)
denotes the number of new infections out of an infection
cycle starting at time ¢. Then, we have
aft) =

Q(t,1,Ting(t), (0,0,0,1,0)). (48)

7 MODELING THE PACKET LOSS PROBABILITY AND
THE DATA THROUGHPUT

In this section, we present how to compute PP (¢) and n(t)
discussed in Sections 6.1, 6.2, and 6.3. We model packet
losses due to cochannel interference in our framework.
Cochannel interference occurs when devices on different
channels use the same frequency to transmit packets at the
same time. A detailed packet loss probability model calls for
not only a physical model that characterizes signal
attenuation on the propagation path, but also a statistical
model that captures the distribution of the distance between
any two interacting devices. To avoid a complicated model
that is difficult to analyze or even solve numerically, we
resort to a simple solution that only specifies an interference
range, denoted by r;. When a listening device hops on a
frequency and receives a packet from a sender in its radio
range, if during the reception period another device within
its interference range is sending a packet at the same
frequency, we assume that the received packet is corrupted
because of cochannel interference.

It is easy to see that the probability of cochannel
interference is related to the size of a packet because it
decides the transmission time in the air. The physical
transmission rate of a Bluetooth device is 1 Mbps. Fig. 3
depicts the packet transmission times in three different
cases. In the first case, an infected device is in either the
inquiry phase or the paging phase. In this case, the infected
device sends out an inquiry or paging packet in each 625-us
time slot. Because a neighbor only responds when its
scanning frequency matches that of the inquiry or paging
packet, there are much fewer response packets than the
inquiry packets or paging packets in this case. Hence, we
ignore these response packets from the neighbors when
computing the packet loss rate. Both inquiry packets and
paging packets are ID packets in the parlance of the
Bluetooth protocol [5]. An ID packet only consists of the
access code of the sender and has 68 bits in it. Hence, the
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Fig. 3. Transmission times in three different cases. (a) Inquiry packets
and paging packets. (b) Data packets and data response packets.
(c) Data packets without response.

transmission time of an ID packet is 68 us. In addition,
the transmission frequency of an ID packet is selected from
a sequence of 32 frequencies. In the second case, an infected
device (the master) sends a data packet to a neighbor (the
slave) and the neighbor sends back a reply packet. In our
model, we only consider DH1 packets, the payload of which
has 27 bits. Taking the packet header into consideration, a
DH1 data packet has 366 bits and the reply packet has
126 bits in it. The data packet is transmitted in every other
625-us time slot, as illustrated in Fig. 3b. The transmission
time of the data packet is 366 us and that of the reply packet
is 126 us. The transmission frequency of a data packet or a
reply packet is selected from a sequence of 69 frequencies.
We also notice that if the receiver moves out of the
communication range of the sender, it cannot send back
reply packets. This case is shown in Fig. 3c.

Let Ni*(t), N&*(t), and N (¢) denote the number of 625-ys
time slots that an infected device is in these three cases,
respectively. We first consider the packet loss probability
due to a single infected neighbor X. Let p/” (¢) denote the
loss probability of an ID packet because of a single infected
neighbor. We assume that the starting transmission time of
this ID packet is uniformly distributed in the whole
infection cycle of X. Recall that the transmission time of
an ID packet is 68 ps. If the transmission of the ID packet
conflicts with that of another ID packet sent by X, the
probability that they use the same frequency is 1/32. On the
other hand, if the transmission of the ID packet conflicts
with that of a data packet or a data reply packet sent by X,
the probability that they use the same frequency is 1/69,
because the 32 frequencies used to send ID packets are a
subset of the 69 frequencies used to send data packets. As
illustrated in Fig. 3, the idle time interval between two
ID packets is 557 us; the idle time interval between a data
packet and the corresponding data reply packet is 259 pus;
the idle time interval between a data reply packet and the
next data packet is 499 us; the idle time interval between
two consecutive data packets is 884 us. Suppose that the idle
time interval is w and the transmission time of a packet is v.

If w is smaller than v, then the packet cannot be transmitted
during that idle time interval successfully. Otherwise, the
time window into which the starting transmission time of
the packet falls without packet corruption is w — v. Hence,
we can compute pfZ () as follows:

1o gy _ 1 (625 = (557 — 68)) - 10" Ny
Dioss 32 Tcy(lle(t)

1 (1,250 —(259—68) —(499—68))-107¢ - Ni%(t) /2
69 Toyere(t)
+i (1,250 — (884 — 68)) - 1075 - Ni%(¢) /2
69 Toyere (t)
Nt Nt
~1070 x | 4.25- () + 4.5507 - ()
Tcyele (t) T(:ycle (t)
NE(t)
+3.1449 - —3 )
Tcycle(t)>

Similarly, let p} . (t) and p] () denote the loss prob-
ability of a data packet and a data reply packet, respec-
tively, because of a single infected neighbor. Note that a
data packet cannot be transmitted during the gap between
another data packet sent by a neighbor and the correspond-
ing data reply packet. We can establish the following;:

1 (625 — (557 — 366)) - 1075 - N'5(#)

d
t) = —.
ploss( ) 69 Tcycle(t)
1 (1,250 — (499 — 366)) - 10°° - Ni*(t)/2
69 Teyere(t)
L1 (1,250 — (884 - 366)) - 100 - Ny'(1)/2
69 Tcyclc(t)
‘ Np(t Ny (t
~107 x {62899 1) +8.0942 - 2 ®)
T{:ycle (t) Tcycle (t)
Nis(t)
+5.3043 - =3 ,
Tcycle(t)
;e L (625 — (557 — 126)) - 1075 - N'5(¢)
ploss 69 Tcycle (t)
1 (1,250 (259—126) — (499—126)) 105 Ni(t) /2
69 Teyeie(t)
L1 (1,250 — (884 - 126)) - 10°° - Nj¥(1)/2
69 prde(t)
s, ts,
~107 x [ 2.8116. 1 1) 453013 22 ®)
Tcycle (t) Tcycle (t)

NE(t)
+3.5652 - —2 )
Tcycle (t)

Computation of N{*(¢), N(t), and N(t) is similar to
that of 7},,.(t) as explained in Section 6. Here, when an
infected device fails to replicate the worm code onto a
victim, we ignore the possible data reply packets if the
victim leaves the infected device’s radio range during the
worm code replication process. We have the following;:

Ting(t) + 98,1, Tiug (1), V*)
0.000625 ’

Ny (t) = (49)
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Q(t, 1, Ty (1), <0002(—,‘>o>)
0.000625 :

NE(t) = (50)

Q(t, 1, Ting (£). <0, 0,0,0, Tf§p>)
0.000625 '
where V* is (Tl5,,,, T (£), Téen (1), Tésent (£), Tehee(1)).
Given that there are i(t) - 772, devices that have already
been infected in the interference range, Ph.o (t), the loss
probability of a paging packet, can be obtained from the
following equation:

Ny () =

(51)

Ppage(t) —1_ (1 7pID (t))i(t)'m:?/_

loss loss

(52)
Let Plaa(t) and P["(t) denote the loss probability of

loss loss

data packets and data reply packets at time ¢. Similarly, we
can establish the following equations:

ata i(t)m ?1,
Piie(t) = 1= (1= pip,(6)" 7, (53)

re r i(t ~7'r’r;7),
PLn(t) = 1= (1= plp, ()7 (54)

Now, we can estimate the data throughput under packet
losses due to cochannel interference. Let 1y be the average
data throughput in a loss-free environment. We also define
¢(t) as follows:

0 =(-rr) (- FEO)
- <(1 - p;?ovss(t)) (1 - p;o,ss(t)))z(t)’ﬂ"'fx.

The following table illustrates the computation of the
average data throughput in a lossy environment:

Probability Throughput
¢ Etg 0
(1 —=¢@))C(t) mo/2
(1- C(t))QC(t) M0/3
(1=CH)'¢) m/z

The average data throughput is

o, Ploss(t) = 07
n(t) = o x LRED 0 < Py (t) < 1, (55)
Oa -Ploss(t) =1

8 MODELING THE INFECTION CURVE

We model the Bluetooth worm infection curve using the
logistic equation with variable pairwise infection rate. By
assuming that individuals are homogeneously mixed, the
model can be written as the differential equation given (1).
Now, we estimate (), the pairwise infection rate. Consider
the Tiyqc(t) time units after time ¢. As the number of new
infections out of each infection cycle is «(t), we can
approximate ((t) from the following equation:

dg_(;) —B(t) - i(t) - (p(t) — i(t)) = T(Zit)(t) (1)
—B(t) = ()

(p(t) -

Then, by solving (1), the worm propagation curve can be
characterized as follows:

i(t) - pl)
() + ((t) — i(6))e- PO

Hence, after an infection cycle, the new density of infected
devices is

i(t + At) =

(56)

i(t) - p(t)
i) + (p(t) — i(t))e—oO»O/PO=it0)

i(t+ Toyere(t)) = (57)

Equation (57) directly leads to an approach to computing
the whole infection curve. Let ¢ty be 0. We assume that at
time ¢y, there is only one single infected device. Hence, i(ty)
is p(to)/Naey(to), where Ny, (t) denotes the total number of
devices at time ¢. Starting from ¢y, we compute T, (t) and
a(ty), for k> 0 and then recursively update ¢ and i(¢;.1)
as follows:

tk+1 =tr+ Tr:y(’,le(tk)7 (58)

ity) - p(te)
i(tr) + (p(tr) — i(tg))e—olte)plte)/(p(te)=ite)) °

i(tr) = (59)

However, we notice that there are a few problems with the
above approach. First, at the early phase of the worm
propagation, infected devices tend to cluster together because
it takes some time for infected devices to diffuse into each
region of the area. A fundamental assumption underlying the
logistic model is that infected and uninfected devices are
homogeneously mixed. This problem manifests itself espe-
cially when a small number of devices are sparsely
distributed in a large area. To fix this problem, we set the
low bound on the density of infected devices as follows:
Consider an infected device starting its inquiry at time ¢. We
assume that it moves along a straight line during its inquiry
phase. The area that its radio signal covers during its inquiry
phase, denoted by S;,,4(t), can be obtained by

Sinnt) = 7%, + 2 11~ (1) - Ting (1), (60)

where v(t) is the average device speed at time ¢. In the area
covered by the infected device, there exists at least one
infected device, which is itself. We define ¢'(t) as follows:

() = max{i(t),m}.

When we compute Tpyq.(t;) and «o(ty), we use #'(t) to
replace i(t) and i(t;;1) is updated as follows instead of
using (59):

(61)

p(tk)
i (t) + (p(tr) — @' () )e=ot)-pt) /(o) =7 (0)

The second problem with (58) and (59) is related with the
assumption that new infections out of a single infection
cycle is evenly distributed in the infection cycle. If there are
a significant number of devices that have already been
infected, this assumption is reasonable because the phase of
an infected device in the infection cycle can be random. At
the early stage of the infection, however, a newly infected
device immediately enters the active scanning mode.
Hence, using (59) to predict the worm propagation at the

ither) = i(tr) -
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TABLE 1
Mobility Parameter Settings
ID Ndev Sdev )\ne Jv'n
My 50 T5X75 m? 0.5239 2.4751
Mo 200 75%x75 m? 2.1199  10.0088
Ms 200 150x150 m2  0.5753  2.6651
My 800 150150 m2 23089  10.6693

early phase tends to underestimate the worm propagation
speed. Furthermore, if ((t;) is larger, there are more new
infections out of a single infection cycle and the estimation
error is thus larger. We thus reduce T, (t;) based on §(t)
in the first few iterations. The adjusted model on computing
Teyele(tr) is given as follows:

Tcycle (tk) = qu(tk) + Tpruc(tk) + 622‘6(“‘) . /TZt{?IH lf k< 37
qu(tk) -+ Tpmc(tk) + Tiz;)le’ if k> 3.

The third problem with the model is that it computes the
worm growth rate based on the infection state at a time
point ¢, and then assumes this growth rate stays unaltered
until an infection cycle starting at time ¢ finishes at time ¢;;.
For those infected devices that start their infection cycle
after time ¢ but before time t;,1, « is overestimated. To
overcome this flaw in the model, we further readjust the
computation of i(¢;1) as follows: First, we compute a(t;) as
before. Then, we estimate the density of infected devices at
time t,, where

ty =1 + Tcycle (tk) - Tpmc(tk)'

Actually, ¢, is the latest time when an infected device
finishes its inquiry phase such that it can finish processing
all the neighbors discovered no later than ¢;, + Tpyec(t1;). The
estimated infection state at time ¢, is

itr) - p(tr)
—oltg)plty) _ta—ty °
(1) + (plte) — 1)) Tl
Based on the estimated infection state at time ¢,, we can
compute «a(t,). We define o as follows:

(62)

i(t) =

, p(te) —i(ty) i(tk)
of =——F - alty) + —= - alt:). 63
The new equation to compute i(¢;,;) then becomes
P(tk)

i(tie) = ilte) - i (te) + (p(tr) — i/(tk))e*“"ﬁ(tk)/(/J(ik)*i’(tk)) ’
Obviously, at the early stage of the worm propagation, o' is
close to a(t;) and at the late stage of the worm propagation,
o' is close to a(t,). This can be explained as follows: In the
logistic model, at the early stage of the worm propagation,
the worm infection curve is convex and the average number
of infected devices between time ¢, and t, is smaller than
the (i(ty) +1i(t;))/2; hence, choosing o' closer to «f(ty)
achieves a better estimate. Similarly, at the late stage of
the worm propagation, the infection curve turns concave in
the logistic model and the average number of infected
devices between time t; and t, is larger than the
(i(tg) +i(ty))/2, which suggests that choosing «' closer
to t, leads to a better estimate.
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Fig. 4. Cumulative density functions of link durations.

9 EXPERIMENTS

The system of equations that we have proposed to
characterize the Bluetooth worm propagation is compre-
hensive, covering both dynamics of the Bluetooth protocol
behavior and statistical properties of mobility patterns.
However, as the number of equations used suggests, it is
not easy to solve these equations analytically. On the other
hand, closed-form analytical solutions to the statistical
properties of even simple mobility models (e.g., random
walk model) can be hairy or intractable. Under such
circumstance, we resort to numerical solutions to our
model. We have implemented our model as a system of
equations in Octave [14], an open source numerical
computation software. We then use function fsolve, a
nonlinear equations solver provided in Octave, to derive
the solutions numerically.

9.1 Model Validation

We use the ns-2 network simulator [2], extended with the
UCBT Bluetooth simulation module [1], to validate the
model. The UCBT Bluetooth simulation module offers a
very detailed implementation of the Bluetooth protocol
stack. We only modify the component that decides packet
losses due to cochannel interference. We replace the original
packet loss model with the one introduced in Section 7:
During the reception of a packet, if there exists another
device within the receiver’s interference range transmitting
a packet on the same frequency, we assume that the first
packet is corrupted because of cochannel interference. In our
experiments, we let the interference range, i.e., ri;, be 15 m.

To evaluate the accuracy of the model, we conduct
experiments with different mobility and Bluetooth worm
parameter settings. In all the experiments, a Bluetooth
device moves in a square area according to the random walk
model, in which it updates its direction and speed every
30 seconds. The speed of a device is uniformly chosen
between 1 and 2 m/s. The average device speed in our
experiments is roughly the same of pedestrians. Table 1
presents Nicy, Sdev, Ane, and Ji;, used in our experiments, and
Fig. 4 depicts the CDFs of link durations corresponding to
the four mobility scenarios. We notice that the CDFs of link
durations produced from the four mobility scenarios are
very close to each other, although they have different device
densities. This can be explained as follows: device densities
affect how often two Bluetooth devices “meet” each other,
but once they move into each other’s communication range,
their mobility patterns decide the link duration, which
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means how long it is before they depart from each other’s
radio range. Since we use the same parameterized random
walk model in the four mobility scenarios, their CDFs of link
durations bear a lot of similarity.

We use two sets of Bluetooth worm parameters, denoted
by Wi and W5, respectively. In setting W;, we have
T}o, =10.24 seconds, N5, =5, and Tjj, = 20 seconds; in
setting W), we have 7“,’5;7’{1 = 5.12 seconds, Nf;jq =3, and
ng’le = 10 seconds. Hence, we have eight scenarios in total.
For each one of them, we use ns-2 to simulate 20 sample
runs, in which an initial infection device is randomly chosen
among the whole population. Some other parameters used
in the experiments are configured as follows: 7,, = 10 m,
Sworm = 20,000 bytes, S5, = 27 bytes, T = 5.12 seconds,
Tt;’b = 1 second, T“’p = 10 seconds, T% . = 0.1 second.

Figs. 5 and 6 depict the fraction of infected devices as a
function of propagation time derived from the model and
that obtained from the simulation by averaging 20 sample
runs for each scenario. Apparently, the infection curves
produced from the model match well with the simulation
results in most cases. The only exception happens under
Mobility scenario M3 and Bluetooth worm parameter setting
Wy: the model slightly overestimates the worm propagation
speed in the late stage of the worm propagation.

To further quantify the prediction errors from the model,
we consider the times needed to infect 20 percent,
40 percent, 60 percent, and 80 percent of the whole
population. The model, due to its variable time steps, may
not produce infection states at these points. We simply use a
linear model to predict the infection states between any two
time steps resulting from the model.

We compute the relative errors on the times needed to
infect 20 percent, 40 percent, 60 percent, and 80 percent of
the whole population and the results are illustrated in
Table 2. The table shows that in all the cases, the relative
errors are smaller than 20 percent, and actually, in most of
the cases, the relative errors are below 10 percent. Hence,
the infection curves predicted by our analytical model
matches well with those that are derived from a far more
complicated simulation model with a detailed implementa-
tion of Bluetooth protocol.
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Fig. 6 Infection curves under different mobility models
(Tjy, =512 seconds, Nj° =3, T‘vdk =10 seconds). (a) Mobility
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(c) Mobility scenario Mj.

TABLE 2
Relative Errors on the Times Needed to Infect 20 Percent,
40 Percent, 60 Percent, and 80 Percent of the Whole Population

Mobility | Bluetooth worm parameter setting Wy Bluetooth worm parameter setting W

scenario 20% 40% 60% 80% 20% 40% 60% 80%
My 17.14% | 12.49% | 8.41% | 0.47% 13.60% | 7.16% | 4.01% 2.55%
Mo 0.84% 3.85% 0.34% | 0.78% 1.78% 1.21% | 2.31% 2.97%
M3 7.94% 358% | 1.75% | 0.41% 1.48% | 5.47% | 9.00% | 12.42%
My 0.20% 4.88% 5.88% | 5.16% 8.71% 5.35% 1.59% 2.17%

9.2 Model-Based Prediction

As it is difficult to improve the performance of a discrete-
event Bluetooth worm simulator by several orders of
magnitude, our model offers hope for predicting the
propagation curve of Bluetooth worms in a large popula-
tion. We use the City of Los Angeles as an example. It has a
population of approximately four million people and it
spans about 500 square miles [10]. Suppose that every one
in the City of Los Angeles carries a vulnerable Bluetooth-
enabled cellular phone and walks in the city. Each person
moves according to the same parameterized random walk
model as in Section 9.1. To obtain the input parameters
including .., Jin, and the CDF of link durations, we
simulate the mobility of 200 devices moving in a 253 x
253 m? area according to the random walk model. The
device density in this small area is the same as the
population density in the City of Los Angeles. We then
obtain A, = 0.2108 and J;, = 0.2372. The CDF of link
durations is presented in Fig. 7. We suppose that the
Bluetooth worm sets its control parameters as setting W> in
Section 9.1. We then feed these input parameters to our
model and the derived propagation curve is shown in
Fig. 8. We observe that the worm propagates very slowly at
the initial stage, but once the density of the infected devices
reaches 10 percent, the worm propagates much faster.
Actually, such slow propagation at the initial stage has also
been observed during the spread of Internet worms, such as
Code Red [24]. The overall time taken to infect the majority
of the devices is slightly less than 1 hour.

The computation of using the model to predict the
Bluetooth worm propagation in the City of Los Angeles can
be completed within half an hour on an ordinary desktop PC
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equipped with 2-GHz CPU and 1.6-Gbyte memory. By
contrast, from our experience, the current ns-2 simulator can
simulate only a few thousand Bluetooth-enabled mobile
devices within a reasonable amount of time. Hence, our
mathematical model offers hope for predicting spreading
curves of Bluetooth worm propagation in large areas without
the high computational cost of discrete-event simulation.

As the mobility model we considered above is unrealis-
tic, we are cautious to draw any practical conclusion from
the results. In reality, people’s mobility patterns in a big city
such as Los Angeles are far more complicated than the
simple random walk model used in our experiments. For
instance, people tend to travel among a small set of places
in their daily life, instead of randomly wandering in the
whole city. To further improve the accuracy of our model,
we can borrow some concepts from existing modeling work
about human epidemic spreading. For example, we can
divide a large area into a set of small sites or patches; it is
assumed that people move according to a random walk
model inside each patch, but meanwhile, people also
traverse between different patches with some probabilities.
Integrating the concept of multipatch mobility patterns into
the Bluetooth propagation model proposed in this paper
remains as our future work.

10 FURTHER DISCUSSIONS

Modeling propagation dynamics of Bluetooth worms is a
challenging undertaking. Although the experimental results
suggest that our Bluetooth worm model predicts the infection
curves very accurately compared with a detailed Bluetooth
worm simulator, our model still has a few limitations. First,
Bluetooth is such a complicated communication protocol that
our model has to rely on some simplifying assumptions. For
instance, we assume that when more than one infected device
contact the same victim simultaneously, only one can
succeed. In reality, the victim may receive worm payloads
from multiple sources in a round-robin fashion. Also, we
resort to simulation to derive how long it takes for an infected
device to find a new neighbor given that multiple Bluetooth
devices scan for neighbors simultaneously. Second, it is also
difficult to model human mobility precisely. In our work, we
abstract the underneath mobility model into a few key
statistical metrics, including average node degree, average
node meeting rate, and link duration distribution. For a
realistic mobility model, it is sometimes difficult to derive
closed-form formula about these parameters. For instance,
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Fig. 8. Bluetooth worm propagation curve in Los Angeles.

our experiments presented in Section 9 rely on simulations to
obtain these input parameters, which can be tedious in some
cases. Third, the Bluetooth worm propagation model pre-
sented in this paper also ignores many interesting details in
a more realistic setting. When building our model, for
example, we did not consider normal Bluetooth traffic,
human involvement during the propagation process, and
device states other than susceptible and infected (e.g., a
Bluetooth device can recover from an infection). However,
we believe our model, after some proper modifications, can
be extended to incorporate these factors. Moreover, our
model only tries to predict infection curves in an average
sense. As suggested in [13], stochastic variance of the
infection curves is also an important factor. Our model, for
instance, does not consider the variance incurred due to the
location of the initial infection.

An accurate worm propagation model can help us
estimate the scale of an epidemic outbreak when it occurs
in reality. Infection curves presented in Section 9 suggest
that a Bluetooth worm without human involvement
requires propagation times only on the order of minutes
to spread itself widely. This poses a significant challenge to
worm mitigation. Fortunately, existing Bluetooth worms
that have been observed so far all require human interven-
tion, which inevitably slows down their propagation.
However, based on the history of Internet worms, such
heydays may be over once mobile malware writers find a
way to spread them automatically. From the infection
curves shown in Fig. 6, we observe that the Bluetooth worm
propagates faster under scenarios M; and A3 than under
Ms and M,. The difference is that the former two lead to
higher device densities than the latter two. Hence, Blue-
tooth worms propagate more slowly in a sparse network
than in a dense network. This suggests that a potential
defense scheme is software diversity, which applies
different implementations of Bluetooth applications to
reduce the density of Bluetooth devices that are vulnerable
to the same exploit.

The key focus of this paper is to build a mathematical
model for predicting temporal infection curves of Bluetooth
worms. From the quarantine point of view, it is also
important to understand the spatial dynamics of Bluetooth
worm propagation. For instance, suppose that we have
identified the initial infection location and time. If we know
geographically the front wave of the epidemic spreading
after some propagation time, we can quarantine Bluetooth
devices inside the propagation boundary. In [9], Hoh and
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Gruteser have proposed a model that predicts quarantine
boundary of mobile worms, but they did not consider
spreading dynamics that are specific to Bluetooth worms. In
the future, we plan to build a temporal-spatial Bluetooth
worm propagation model that offer more insights on how
we should quarantine Bluetooth worms given an outbreak.

11 RELATED WORK

There have been substantial efforts in modeling the
propagation dynamics of Internet worms in the last few
years. In [17], Staniford et al. used the classical logistic
function to fit the propagation curve of the Code Red I
worm. In [24], Zou et al. proposed a two-factor worm model
to characterize the epidemic spreading of Internet worms.
Many models have also been brought forward for special
types of Internet worms, such as e-mail worms [25], P2P
worms [20], and so on. Our work is aimed at modeling the
propagation dynamics of Bluetooth worms, the research on
which is still in its infancy.

So far, there are only a few papers that study the behavior
of mobile worms. Bose and Shin [4] gave a survey of existing
Bluetooth viruses and worms. As a starting point of research
on Bluetooth worms, simulations of the Bluetooth worm
propagation have been pursued from different perspectives
in [4], [22], and [18]. In [21], Yan et al. investigated the
impact of mobility patterns on Bluetooth worm propagation.
The work presented in this paper is extended from our
earlier paper [23]; in this paper, we provide detailed analysis
of packet loss rates in Bluetooth networks. Michens et al.
proposed a probabilistic queueing model to model epidemic
spreading in mobile environments [12]. Similar to our work
in this paper, their model incorporated the notion of node
mobility. Their work, however, is not specific to Bluetooth
worms, and it is thus unclear how well their model
characterizes the Bluetooth worm propagation.

12 CONCLUSIONS

Recent occurrences of Bluetooth worms have created
growing security concerns over the data stored on mobile
devices such as cellular phones and PDAs. This paper has
proposed a detailed model that characterizes the propaga-
tion dynamics of Bluetooth worms. The results from the
validation experiments show that our model predicts the
infection curves of Bluetooth worms with high accuracy. In
our future work, we plan to extend the model in this paper
to a spatial-temporal model that estimates the propagation
progress of Bluetooth worms in multiple patches.
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