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Abstract

We formulate the real-time routing problem in static
multi-hop wireless networks as an optimization problem,
whose solution is the optimal routes relative to an end-
to-end delay based objective. The problem is formulated
as a mixed integer linear program. The variance of the
delay with respect to the aggregate interference measures
is empirically studied and a linear approximation is pro-
posed. We show that this formulation yields routes that
significantly outperform the best routes obtained by OLSR.
Finally, we discuss the applications of such a model both
in terms of capacity analysis, on-line algorithms for static
scenarios, and extensions to allow the development of dis-
tributed protocols that solve the optimization problem.

1 Introduction

In Multi-hop Wireless Networks (MHWNs), such as
Mesh networks and sensor networks, nodes collaborate to
route traffic among each other. Real-time traffic is common
in MHWNSs as real-time events are detected and relayed,
or as users access multimedia content on the move. Sup-
porting real-time traffic is significantly more difficult than
in wired networks because of the time-varying properties
of the wireless channel and the complex and unpredictable
nature of interference among nearby nodes [5].

Existing real-time solutions use local heuristics to esti-
mate link quality or to differentiate traffic based on real-time
deadlines(e.g., [6,8]). While such distributed protocols are
directly deployable in MHWN:Ss, they use a greedy routing
strategies that do not coordinate among competing flows.
As a result, they may be unable to find an optimal (or even
efficient) configuration for the routes in the network. In this
paper, we formulate the real-time routing problem as an op-
timization problem whose solution is the routing configura-
tion that optimizes a delay based objective. As such, we are

better able to judge the ability of the network to support the
required traffic given its deadlines.

While the basic model is centralized, it provides valuable
insight into the available capacity of the network and the
shape of optimal routes, which can then be used to guide the
construction of distributed protocols. It can be also be di-
rectly applied as on-line tool for providing QoS guarantees,
admission control, or for guiding provisioning decisions for
real-time traffic in static MHWNSs. Finally, its been shown
that such formulations, for example in the context of TCP
congestion control, can lead directly to distributed protocols
(using the decomposition based approaches) [2].

Optimal routing of multiple connections is an instance
of a well-known network flow problem called Multi-
commodity Flow (MCF) problem [1]. Such routing mod-
els are Mixed Integer Linear Programming (MILP) which
are known to be NP-hard. In a previous work, we devel-
oped a similar model for optimizing the capacity of the net-
work [7].

2 Model Formulation

In this section, we describe the classic MCF problem for-
mulation and extend it to account for interference. We de-
velop a heuristic approach to estimate the delay from the
level of interference experienced by a link. We the delay
estimates then to specify an objective function to minimize
the end-to-end delay of the connections in the network. Fi-
nally, we discuss how this delay minimization problem can
be extended to support real-time traffic.

Assumptions and Notations: An MHWN is represented
as a graph G(N, E) where N is a set of wireless nodes. E
denotes a set of all the edges (i, j) such that node 7 is able to
transmit to node j. Let I';; be the coupling (or gain matrix)
which indicates how a node ¢ interferes with node j. For
simplicity, we assume a two-disk model of interference,
where node ¢ can transmit/interfere to/with a node j if its
within a reception/interference range; thus I';; is a boolean
matrix where an element «;; is 1 if node 7 interferes with



node j. Future extensions will explore more realistic
interference models, which can be readily expressed in the
framework. Let (s, d,, ) denote source, destination and
the rate of the n*" connection. The rate of connection, 7,,,
is the number of bits to be sent per unit time. Let C' be the
set of connections and let U be the capacity of the wireless
channel. Let x7; represent the flow that the edge (i, j) is
carrying for the n*" connection.

Flow formulation: We start with the classical MCF
constraints [1], which specify traffic sources and desti-
nations, as well as edge capacity (we dont present these
constraints for space considerations). The formulation
is capable of providing a multiple routes for a given
connection. However, many applications require a single
route from source to destination to reduce the routing
protocol overhead and to avoid the multi-path routing
side-effects (like packet re-ordering). Hence, we introduce
a new constraint to force the use of a single-route for each
connection (Equation 1). The variable y; is a boolean
variable which is set to 1 if the edge carries the traffic for
the nt? connection and 0 otherwise. Under such conditions,
the problem transforms into a integer MCF problem.

rlh =1y YneCV(i,j) €E (1)

The key difference in the wireless problem is the impact
of interference. Specifically, in the wired problem, the link
capacity is constant, and one has only to worry about which
flows use what links. In wireless networks, nearby sources
interfere and the capacity of an edge in the network graph
is a complex function of traffic at other edges. Furthermore,
many forms of interference arise (e.g., interference from a
hidden node, vs. interference from a node close enough for
the MAC protocol to avoid collisions).

Modeling Interference: Capturing the effect of inter-
ference faithfully under a realistic physical and MAC
protocol is a challenging problem. Precise estimation of
interference, even under a simple physical model, requires
accounting for detailed scheduling intricacies of the MAC
protocol like IEEE 802.11, which is extremely complex [5].
Computing the sets of edges that are concurrently active
under a given MAC protocol is an instance of “Maximal
independent sets” graph theory problem, which is NP-hard
for general graphs. Moreover, the scheduling effects are
a function of the routing configuration (which determines
which edges are active), and have to be re-evaluated for
every candidate routing configuration. Thus, we target
simplified models of interference to reduce the complexity
of the solution.

We now describe an approximation model to capture in-
terference. A link (4, j) has interference from a link (a, b)
if: (1) the sources interfere with each other,i.e I'y; = 1 ; or

(2) the destination of the link can be interfered by another
source, i.e. I'y; = 1. Hence, the amount of “busy time”
an edge (i, 7) experiences due to interference is given by
Equation 2.

I; = > iy Vi) EE ()

neC,(a,b)eE,I';=1VI,;=1

The total amount of traffic carried by an edge (i, 7) is
represented as Signal (S;j = ), c x7;). Thus, the chan-
nel as viewed from a link (4, j) is busy for the duration of
its transmissions in addition to the duration of interference
from nearby links (that is, S;; 4 I;;); we call this quantity
the commitment period of link (i, j) (denoted by C,;). For
feasibility, the commitment period should be less than the
capacity of the wireless channel (U). For the edges which
do not carry any traffic (passive edges), the commitment pe-
riods are immaterial for the routing objective. Thus C;; is
Si; + I;; for active edges, and zero for passive ones.
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Figure 1. Variation of End-to-End delay with
Commitment Period

Before formulating the objective function, we seek to es-
tablish the relationship between the commitment period and
delay. We assume that all flows are equally important to
simplify the presentation. However, direct extensions to dif-
ferentiate flows based on their respective deadlines are pos-
sible. The commitment period of an edge approximates the
amount of delay over an edge since it represents the channel
reservation at the link.

In order to verify this, we simulated 100 random sce-
narios in a 1000x1000 MHWN with 2Mbps capacity. We
varied the number of one-hop connections in the network
to alter the amount of traffic on the channel. The commit-
ment periods of different active edges and the end-to-end
delay of the packet as observed in simulation are plotted in



Figure 1. It can be seen that the average delay almost mono-
tonically increases with the calculated commitment period,
which suggests that commitment period can be used as an
approximation for the end-to-end delay. The delay is very
small (orders of transmission time of the packet) for com-
mitment periods until 30% of the capacity, after which the
delay grows acutely (approximately an exponential curve).

The threshold point at which there is a sharp growth
in the delay is also a function of the packet sending rate
and the number of interferers. Capturing such variances
would require precise characterization of the interference
with respect these parameters. An additional problem is to
represent them as a linear/convex equation in an optimiza-
tion problem. This is a part of our future work. However,
the approximately monotonic increase in the delay with
commitment period can be assumed for simplification
and we use this relationship for formulating the objective
function.

Objective function:
The total delay of a connection over all the hops can be
represented as a the sum of the commitment periods.

Delay for Connection n = Z C
(i.J)EE

Minimizing the delays for all the connections will con-
vert the formulation to a multi-objective function, which is
harder to solve than a single objective function. Hence, we
convert the objective function to minimize the sum of delays
of all the connections (Equation 3).

Minimize Z Cij 3)
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A real-time routing model can be directly extended from
the above delay-sensitive routing formulation. The real-
time delay deadlines for each connection can be mapped
back to the respective commitment period deadlines by
means of the empirical function shown in the Figure 1.
Hard-real time deadlines can be added by constraining the
delay on each connection to its commitment period dead-
lines. For soft-real time guarantees, a dual-optimization
problem can be formed to account for the difference be-
tween the expected delay and the deadline. We wish to pur-
sue this direction in our future work.

3 Simulation Results

In this section, we the evaluate the developed model
against OLSR, an optimized and widely used routing pro-
tocol for ad hoc networks [3]. The Linear Programming
formulation for the model was solved using the CPLEX
solver [4]; the model instance is derived automatically from

the scenario file (which changes the number of nodes and
edges, the sources and destinations, as well as the Interfer-
ence matrix ['). The Qualnet simulator [10] was used to
measure the performance of the proposed schemes under
the IEEE 802.11 protocol.

We first demonstrate the shape of delay optimized routes
using representative scenarios. We consider a 6x6 grid
topology. CBR connections resembling VoIP G.711 codec
(160 byte packets at 20MS interval) is simulated [9]. Each
scenario is run for 20 random seeds and the 95% confidence
interval is shown. In order to provide a fairer compari-
son that eliminates the dynamic routing overheads and route
flapping from OLSR, we extract the set of most used route
that was discovered by OLSR for each connection and use
it under static routing. Such routes are referred as Max used
OLSR routes.

In this first study, the connections are separated such that
the source and destinations are 5 hops away from each other.
We increase the traffic (and therefore interference and de-
lay) by adding more connections. Figure 2 compares the
end to end delay, jitter and throughput, achieved by the for-
mulation to those of OLSR. It can be seen that the all the
protocols perform equally well under a lightly loaded net-
work. As the number of connections increases above 3, we
see that the formulation routes (MCF routes) outperform
the other two in all the performance metrics. The expo-
nential increase of delay due to slight variations in commit-
ment periods is pronounced in 3 connection scenario where
orders of magnitude difference in end-to-end delay is ob-
served between the Max used OLSR routes and the MCF
routes. Since OLSR does not account for interference, it is
unable to route the connections effectively under high load.

The second study compares the performance of the MCF
routes under real-time traffic in a random scenarios in a
1000 x 1000m? area. VoIP traffic with G.711 codec is used.
20 random scenarios were simulated under such a traffic
and the Mean Opinion Scores (MOS) and End-to-End delay
were measured as the number of connections were altered.
MOS scores for VoIP traffic measure the user satisfaction
and ranges from from 1 (worst) to 5 (best). Figure 3(a) and
Figure 3(b) present the average MOS and one-way delay re-
spectively. Figure 3(c) categorizes the MOS score accord-
ing to VoIP categories; A MOS value of 3.6 and above is
generally considered as acceptable limits for a satisfactory
call [9]. It can be seen that the MCF routes out-perform the
OLSR routes significantly both in terms of MOS (it has the
largest population of high quality connections) and delay.
Especially in the higher interference regions, MCF is able
to find low delay routes.
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4 Conclusions and Future Work

This paper formulates the delay-sensitive routing prob-
lem in MHWNS s as an network flow problem whose solution
is a routing configuration that optimizes an objective func-
tion in terms of end-to-end delay. To formulate the objective
function, we characterize delay behavior in the presence of
interference using simulation. Extensions of the model for
real-time routing are discussed. Simulations show that large
improvements in end-to-end delay and jitter over OLSR are
obtained.

The scheme is centralized, but can be used for on-line
optimization in static networks where it would not have to
be invoked frequently. However, similar formulations have
resulted in distributed protocols that essentially solve the
optimization problem [2]. This is a topic of future work.
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