This CVPR 2020 paper is the Open Access version, provided by the Computer Vision Foundation.

Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

Episode-based Prototype Generating Network for Zero-Shot Learning

Yunlong Yu'* Zhong Ji?*

Jungong Han?

Zhongfei Zhang*

!College of Information Science & Electronic Engineering, Zhejiang University, China
2Tianjin Key BIIT Lab, School of Electrical & Information Engineering, Tianjin University, China
SWMG Data Science, University of Warwick, UK
“Department of Computer Science, Binghamton University, USA

yuyunlong@zju.edu.cn, jizhong@tju.edu.cn, jungong.han@warwick.ac.uk,

Abstract

We introduce a simple yet effective episode-based training
framework for zero-shot learning (ZSL), where the learning
system requires to recognize unseen classes given only the
corresponding class semantics. During training, the model
is trained within a collection of episodes, each of which is
designed to simulate a zero-shot classification task. Through
training multiple episodes, the model progressively accumu-
lates ensemble experiences on predicting the mimetic unseen
classes, which will generalize well on the real unseen classes.
Based on this training framework, we propose a novel gener-
ative model that synthesizes visual prototypes conditioned
on the class semantic prototypes. The proposed model aligns
the visual-semantic interactions by formulating both the vi-
sual prototype generation and the class semantic inference
into an adversarial framework paired with a parameter-
economic Multi-modal Cross-Entropy Loss to capture the
discriminative information. Extensive experiments on four
datasets under both traditional ZSL and generalized ZSL
tasks show that our model outperforms the state-of-the-art
approaches by large margins.

1. Introduction

With the renaissance of deep learning, tremendous break-
throughs have been achieved on various visual tasks [12,
, 21]. However, the deep learning techniques typically
rely on the availability of artificially balanced training data,
which poses a significant bottleneck against building com-
prehensive models for the real visual world. In recent years,
Zero-Shot Learning (ZSL) [16, 9, 32, 37, 36] has been at-
tracting a lot of attention due to its potential to address the
data scarcity issue.
Zero-Shot Learning (ZSL) aims at recognizing unseen

*The corresponding authors are Yunlong Yu and Zhong Ji.
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Figure 1. An illustration of the episode-based framework for ZSL.
The training process consists of a collection of episodes, each of
which randomly splits the training data into two class-exclusive
subsets: one is used for training the base model, the other one
is used for refining the model. The model generalized ability is
progressively enhanced as the episodes go on. The test data are
predicted with the final model.

classes that have no visual instances during the training
stage. Such harsh but realistic scenarios are painful for the
traditional classification approaches because there are no
labeled visual data to support the parameter training for
unseen classes. To tackle this task, the existing methods
mostly resort to the transfer learning that assumes the model
trained on the seen classes can be applied to the unseen
classes, and focus on learning a transferable model with the
seen data.

Although promising performances have been achieved,
the most existing approaches [1, 2, 32, 22, 9, 25, 27, 23]
dedicated to designing visual-semantic interaction models
with the seen classes cannot guarantee to generalize well
to the unseen classes, as the seen and unseen classes are
located in disjoint domains. Furthermore, the models trained
with the seen data favorably guide the unseen test instances
to be misclassified into the seen classes, which tends to
produce a remarkable imbalanced classification shift issue.
The existing generative approaches [15, 17, 34] transfer the
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zero-shot classification task to a traditional classification
problem via synthesizing some visual features for unseen
classes, which can alleviate the above issues to some extent.
However, they still struggle in the generalized ZSL task due
to the instability in training and mode collapse issues.

Inspired by the success of meta-learning in the few-shot
learning task [26, 28], we introduce an episode-based train-
ing paradigm to learn a zero-shot classification model for
mitigating the above issues. Specifically, the training process
consists of a collection of episodes. Each episode randomly
splits the training data into two class-exclusive subsets: one
support set and one refining set. In this way, each episode
mimics a fake zero-shot classification task. The support set
is used to train a base model, which builds semantic interac-
tions between the visual and the class semantic modalities.
The refining set is used to refine the base model by minimiz-
ing the differences between the ground-truth labels and the
predicted ones obtained with the base model in a pre-defined
space. The model trained in the current episode is initial-
ized with the model parameters learned from the previous
episode. As the episodes go on, the base model progres-
sively accumulates ensemble experiences on predicting fake
unseen classes, which will generalize well to the real unseen
classes. In this way, the gap between the seen and unseen
domains can be reduced accordingly. The framework of the
whole idea is illustrated in Fig. 1.

Under the above episode-based training framework, the
base model plays an indispensable role in the process of the
prediction of unseen classes. In this work, we design an
elegant Prototype Generating Network (PGN) as the base
model to synthesize class-level visual prototypes conditioned
on the class semantic prototypes. As a departure from the
existing generative approaches that involve the minimax play
games between a generator and a discriminator, our model
consists of two generators that map the visual features and
the class semantic prototypes into their counterparts and a
discriminator that distinguishes between the concatenation
of the real visual features and the real class semantic pro-
totypes and the concatenation of the fake counterparts. To
capture the discriminative information, we further devise
a novel Multi-modal Cross-Entropy Loss to integrate the
visual features, class semantic prototypes, and class labels
into a classification network. Compared with the existing
generative approaches that require an extra assisting classi-
fication network with a separate set of learning parameters,
our classification network introduces no extra parameters,
thus is more efficient.

In summary, our contributions are concluded into the
following three-fold.

1. To enhance the adaptability of the model, we introduce
an episode-based training paradigm for ZSL that trains
the models within a collection of episodes, each of
which is designed to simulate a fake ZSL task. Through

training multiple episodes, the model progressively ac-
cumulates a wealth of experiences on predicting the
fake unseen classes, which will generalize well to the
real unseen classes.

2. We propose a well-designed prototype generating net-
work to synthesize visual prototypes conditioned on the
class semantic prototypes. It aligns the visual-semantic
interactions by formulating both the visual prototype
generation and the class semantic inference into an ad-
versarial framework and captures the discriminative in-
formation with an efficient Multi-modal Cross-Entropy
Loss.

3. Extensive experiments on four benchmarks show that
the proposed approach achieves the state-of-the-art per-
formances under both the traditional ZSL and the real-
istic generalized ZSL tasks.

2. Related Work

In this section, we provide an overview of the most related
work on ZSL and episode-based approaches.

2.1. Generative ZSL

Recently, the generative approaches predominate in ZSL
by exploiting either the existing generative models [10, 14]
or their variations [24, 40, 4] to synthesize visual fea-
tures from the class-level semantic features (e.g., attributes
and text description embeddings) along with some noises.
[34, 39, 17] introduce the Wasserstein generative adversarial
network (WGAN) [3] paired with a classification network
to synthesize visual features for unseen classes such that the
ZSL task is transferred to a traditional classification problem.
Differently, [39] also introduces a visual pivot regularization
to preserve the inter-class discrimination of the generated
features while [17] enhances the inter-class discrimination
by enforcing the generated visual features to be close to at
least one class meta-representations. In contrast to GAN-
based approaches, [3 1, 24] formulate the feature generation
into the variational autoencoder (VAE) [14] model to fit the
class-specific latent distribution and highly discriminative
feature representations. To combine the strength of VAE
and GAN, [35] develops a conditional generative model to
synthesize visual features, which is also extended to exploit
the unlabeled instances under the transductive setting via an
unconditional discriminator.

Our model is also a generative approach. Instead of syn-
thesizing instance-level visual features, we synthesize class-
level visual prototypes conditioned on the class semantic
prototypes without extra noise input. Among previous gen-
erative approaches, several are closely related to our model.
For example, DEM [38] trains a visual prototype generating
network with a three-layer neural network by minimizing
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Figure 2. Diagram of the proposed approach for one episode training step that consists of a training stage (top) and a refining stage (below).
The training stage trains the base model by aligning the visual-semantic interaction (V.S. Interaction). The refining stage first initializes the
label prediction of the test data with the trained model in a pre-defined space and then fine-tunes the model by minimizing the differences

between the predicted results and the ground-truth labels.

the differences between the synthesized visual prototypes
and real visual features. In contrast, our approach formulates
both the visual prototype generation and class semantic in-
ference into a united framework. Different from [6, 13] that
formulate the visual feature generation and class semantic
inference in a cycle-consistent manner, our model formulates
these two processes with two separable bidirectional map-
ping networks that are integrated by the discriminator and
the classification network, which aligns the visual-semantic
interactions better. Furthermore, our approach is trained in
an episode-based framework to enhance the adaptability to
the unseen classes.

2.2. Episode-based approach

Episode-based training strategy has been widely explored
in the few-shot learning task [8, 19, 26, 29] that divides
the training process into extensive episodes, each of which
mimics a few-shot learning task. However, few researches
apply the episode-based training strategy to ZSL.

In this work, we introduce the episode-based paradigm
to train the ZSL model. Different from the existing episode-
based few-shot approaches, each episode in our approach
mimics a zero-shot classification task, which requires to
train a base visual-semantic interaction model to achieve
the prediction of unseen classes. One related work to ours
is RELATION NET [28] that also trains a ZSL model in
an episode-based paradigm. However, RELATION NET
[28] learns a general metric space to evaluate the relations
between the visual instances and the class semantic features
rather than simulating a zero-shot classification task. An-
other related work is 3ME [7] that improves the performance
with an ensemble of two different models. Our approach can

also be seen as a special ensemble approach that consists of
a collection of models. Differently, the models are not equal
to vote for the final classification instead of accumulating
the previous experiences recursively.

3. Methodology

In this section, we first introduce the problem formulation
and then report our approach in detail.

3.1. Problem Formulation

Suppose that we collect a training sample set S =
{xi,a;,y;}}V, that consists of N samples from M seen cat-
egories, where x; € RP is the D-dimensional visual repre-
sentation (e.g., CNN feature) for the :-th instance, a; € RK
and y; are its K-dimensional class semantic prototype (e.g.,
class-level attribute or text description vector) and one-hot
class label, respectively. At the test time, in the traditional
zero-shot classification setting, the task is to classify a test
instance into one of the candidate unseen categories, and in
the generalized zero-shot classification setting, the task is
to classify the test instance into either a seen or an unseen
category.

3.2. Model

At the training stage, we introduce an episode-based
paradigm for training, which trains the model by simu-
lating multiple zero-shot classification tasks on the seen
categories. Each episode matches an individual zero-shot
classification task. In each episode, the seen categories
S are randomly split into two class-exclusive sets, one
support set S = {X;,., Ay, Yy} and one refining set
S = {Xye, Ate, Yie b, where Yy, and Y, are disjoint.
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Figure 3. The basic model that aligns the semantic consistency
across different modalities. The combination of both image feature
x and class semantic prototype a takes as the real input, while
the combination of both the synthesized visual prototype X and
the projected class semantic feature a as the fake input of the
discriminator D. Both F' and G are mapping networks.

As illustrated in Fig. 2, each episode consists of a train-
ing stage and a refining stage. The training stage learns
a base model to align the semantic consistency, which is
used to predict the unseen classes from the corresponding
class semantic prototypes. The refining stage updates the
model parameters by minimizing the predicted results and
the ground-truth labels. Training each episode can be seen
as a process of accumulating experience on zero-shot classi-
fication. The experience will be carried forward to the next
episode as the episode goes on. After training a collection of
episodes, the model is expected to be an expert in predicting
unseen classes such that it can generalize well to the real un-
seen classes. In the following, we introduce the base model
and the refining model in an episode in detail.

3.2.1 Prototype Generating Network

To address the zero-shot classification task, the learning
agent requires learning a base model to infer unseen cate-
gories from the corresponding class semantic prototypes. In
this paper, we devise a Prototype Generating Network (PGN)
to achieve this goal.

For the visual modality, we learn a class semantic infer-
ence network F' : RP — R to project the image features
into the class semantic space by regressing the image features
to be close to the corresponding class semantic prototypes,
which is formulated as:

Lyoa =Y |F(x) — a3 (1)

2

Similarly, for the class semantic modality, we learn a vi-
sual prototype generating network G : RX — RP to project
the class semantic prototypes into the visual space. Since
each class usually consists of many image instances but cor-
responds to only one class semantic prototype, the mapping
function G can be seen as a one-to-many semantic-to-visual
feature generator. The mapping function G is learned by

minimizing the distances between the synthesized visual fea-
ture G(a;) (we call it visual prototype) and the real visual
feature x;.

Lasy =Y [|G(ai) = x3. @

(3

With F' and GG, we can construct the relationships between
the visual space and the class semantic space. However, they
are independent to each other. To better align the seman-
tic consistency, we introduce the adversarial mechanism to
regularize both mapping networks, as illustrated in Fig. 3.
Specifically, we leverage a modified WGAN [ 1 1] to integrate
the projected class semantic vector a and the real class se-
mantic prototype a separately to generator and discriminator.
The loss is written:

Lwean = E[D(x,a)] — E[D(X,a)]—

o A 2 3)
NE[(| V5 D(%,8) 2 — 1),
where & = F(x) is the inferential class semantic fea-
ture; X = G(a) is the synthetic visual prototype. X =
7x+ (1l —7)xand & =rta+ (1 —7)awith T ~ U(0, 1),
A is the penalty coefficient. D denotes the discriminator
network. In contrast to the existing GAN-based approaches,
the proposed model can be seen as containing two generators
and one discriminator, where the generators separately per-
form on the two different modalities while the discriminator
integrates them.

The above model aligns the semantic consistency between
the visual features and class semantics. However, training
such a model neglects to exploit the discriminative informa-
tion to distinguish categories, which is essential to the final
class prediction. To address this issue, we further propose a
multi-modal cross-entropy loss that interweaves the image
features, class semantics, and the one-hot class labels into a
united framework. With the above model, the class semantic
prototypes of all training categories are projected into the
visual space to obtain their corresponding class visual pro-
totypes that are pre-stored in a visual feature buffer G(Ag),
where G(a;) denotes the class visual prototype of the i-th
category. The affinities between a visual sample x and all
class visual prototypes could be obtained with their inner
products xT G(A). In this way, the probability of the input
visual sample x belonging to the i-th category in the visual
space can be evaluated with the affinity of visual sample x
matching the ¢-th class semantic vector with the following
cross-modal softmax function:

exp(xTG(a;))
>, eap(xTGlay))
Similarly, in the class semantic space, all class semantic

vectors are pre-stored in a class semantic buffer Ag and
a visual sample x is represented as F'(x). Therefore, the

Py (x) = )
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probability of x belonging to the i-th category in the class
semantic space can be defined as

exp(F(x)Ta;)

> exp(F(x)Ta;)

Our goal is to maximize the above probabilities in both the
visual and class semantic spaces, which can be formulated
by minimizing the following Multi-modal Cross-Entropy
(MCE) Loss,

Lycr =~y logp/(x) =) _logpi(x).  (6)

Py (x) = (5)

By minimizing Eq. (6), the intra-class instances are forced
to have higher affinities with their corresponding class se-
mantic prototype than those with the other class semantic
prototypes. In this way, the discriminative information can
be effectively preserved in both the visual space and class
semantic spaces. Compared with the existing generative
approaches [17, 34] that train a softmax classification model
with both the real seen visual features and the synthesized
unseen visual features, our classification model introduces
no extra parameters, which is more efficient and feasible.

Overall, our full objective then becomes,

mén max Lwgan + oLy 4+ BLasy +vLyce, (7)

where «, 3, and v are hype-parameters to balance each
terms.

3.2.2 Refining Model

With the trained G, the test instance could be classified by
searching the nearest generated class visual prototype in
the visual space with a pre-defined distance metric. For an
unseen instance Xy, its class label is predicted by,

U = arg rnkin(d(xt, G(ag))), 3

where ay, is the class semantic prototype of the k-th unseen
class, G(ay) is the corresponding generated class visual
prototype. d(-, -) denotes a certain distance metric, such as
Euclidean or Consine distance.

The base model focuses on building the visual-semantic
interactions on the seen classes, which cannot ensure that
it generalizes well to the unseen classes in the pre-defined
metric space. To enhance the model adaptability to the
unseen classes, we refine the part parameters of the base
model that are used for predicting unseen classes on the test
set S in the pre-defined metric space. Specifically, given a
distance function d, the base model produces a distribution
over classes for a test instance x; based on a softmax over
distance to the class semantic prototypes in the visual space,

exp(—d(x:, G(ag)))

pely = klx¢) = >k exp(—d(xy, G(aw)))’ ®

where d(-,-) is the distance metric as the same as that
in Eq. (8). By minimizing the negative log-probability
J(G) = —logpe(y = k|x;) of the true class k, the map-
ping function G is improved for generalizing to the unseen
classes in the defined metric space. We observe empirically
that the choice of distance metric is vital, as the classification
performances with Euclidean distance mostly outperform
those with Cosine distance. In the experiments, we report
the results with the Euclidean distance, if not specified.

The model PGN trained with episode-based framework
is short for E-PGN. The training process of E-PGN is sum-
marized in Algorithm |

Algorithm 1: Proposed E-PGN approach.
Input: The seen category set S, the hyper-parameters
«, B, and 7.
Output: Visual prototype generating network G.
Initialize the parameters of both F" and G.
while not done do
Randomly sample S and S* from S;
for samples in S do
| Optimize F" and G by Eq. (7);
for samples in S do
Calculate probability distribution by Eq. (9);
Update G by minimizing the negative
log-probability.

return The parameters of G.

4. Experiments

In this section, we conduct experiments to evaluate the
effectiveness of the proposed model. We first document the
datasets and experimental settings and then compare E-PGN
with the state-of-the-art. Finally, we study the properties of
the proposed E-PGN with a serious of ablation experiments.

4.1. Datasets and Experimental settings

Datasets. Among the most widely used datasets for zero-
shot classification, we select two coarse-grained datasets,
namely Animals with Attributes (AwA1) [16], Animals
with Attributes2 (AwA2) [33], and two fine-grained datasets,
i.e., Caltech-UCSD Birds-200-2011 (CUB) [30] and Oxford
Flowers (FLO) [18]. AwA1 and AwA2 consist of different
visual images from the same 50 animal classes, each class is
annotated with 85-dimensional semantic attributes. CUB and
FLO respectively contain 200 bird species and 102 flower
categories. As for the class semantic representations of both
CUB and FLO datasets, we average the 1,024-dimensional
character-based CNN-RNN [20] features extracted from the
fine-grained visual descriptions (10 sentences per image).
We adopt the standard zero-shot splits provided by [33] for
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AwAl AwA2 CUB FLO

Method T u S H T u S H T u S H T u S H

ALE [1] 59.9 16.8 76.1 275 62.5 140 81.8 239 | 549 237 62.8 344 48.5 133 61.6 21.9
SJE [2] 656 113 74.6 19.6 619 8.0 739 144 | 539 235 592 336 534 139 476 215
ESZSL [22] 582 24 70.1 46 586 59 77.8 11.0| 539 12.6 63.8 21.0 51.0 114 56.8 19.0
DEM [38] 684 328 84.7 473 67.1 305 86.4 45.1 | 51.7 19.6 57.9 29.2 | 77.8* 57.2% 67.7* 62.0*
GAZSL [39] 682 29.6 842 438 70.2 354 869 50.3 | 558 31.7 61.3 41.8 60.5 28.1 774 412
CLSWGAN [34] 682 579 614 59.6 65.3 56.1 655 604 | 57.3 437 57.7 49.7 672 59.0 739 65.6
Cycle-UWGAN [6] 66.8 569 64.0 60.2 - - - - 58.6 457 61.0 523 70.3 59.2 725 65.1
SE-ZSL [15] 69.5 563 67.8 61.5 69.2 583 68.1 62.8 | 59.6 41.5 533 46.7 - - - -

LisGAN [17] 70.6 52.6 76.3 62.3 | 70.4* 47.0* 77.6* 58.5*%| 58.8 46.5 57.9 51.6 69.6 57.7 83.8 68.3
f-VAEGAN-D2 [35] 71.1 57.6 70.6 63.5 - - - - 61.0 484 60.1 53.6 67.7 56.8 749 64.6
CADA-VAE [24] 623 573 728 64.1 64.0 55.8 750 639 | 604 51.6 535 524 - - - -

ABP [40] 69.3 573 67.1 61.8 704 553 72,6 62.6 | 585 47.0 54.8 50.6 - - - -

RELATION NET [28] | 68.2 31.4 91.3 46.7 642 30.0 934 453 | 55.6 38.1 61.1 47.0 | 78.5* 50.8* 88.5* 64.5*
3ME [7] 65.6 555 657 60.2 - - - - 71.1 49.6 60.1 543 83.9 578 79.2 66.8
E-PGN (Ours) 744 62.1 834 71.2 734 526 835 64.6 | 724 52.0 61.1 56.2 85.7 715 822 76.5

Table 2. Performance (in %) comparisons for both traditional and generalized ZSL in terms of average per-class top-1 accuracy (T), unseen
accuracy (u), seen accuracy (s), and their harmonic mean (H). * indicates the results obtained by ourselves with the codes released by the

authors. The best results are marked in boldface.

[Dataset | K [ V[ Vu] X | X [ X |
AwAl [16]]| 85 40 | 10| 30,475 5,685 4,958
AwA2 [33]| 85 40 | 10| 37,322 5,882 | 7,913
CUB [30] | 1,024| 150| 50| 11,788| 2,967 | 1,764
FLO [18] 1,024| 82 | 20| 8,189 | 5,394| 1,155

Table 1. The statistics of four benchmark datasets, in terms of class
semantic dimensionality /C, number of seen classes )5, number of
unseen classes ),,, number of all instances X, number of test seen
instances X’s and unseen instances X, .

AwA1l, AwA2, and CUB datasets. For FLO dataset, we use
the splits provided by [18]. A dataset summary is given in
Table 1.

Evaluation Protocol. In this work, we evaluate our ap-
proach on both traditional ZSL and generalized ZSL tasks.
For the traditional ZSL task, we apply the extensively used
average per-class top-1 accuracy (T) as the evaluation pro-
tocol. For the generalized ZSL task, we follow the protocol
proposed in [33] to evaluate the approaches with both seen
class accuracy s and unseen class accuracy u, as well as their
harmonic mean H.

Implementation settings. Following [33, 34], we use
the top pooling units of the ResNet-101 [12] pre-trained
on ImageNet-1K as the image features. Thus, each input
image is represented as a 2,048-dimensional vector. As a
pre-processing step, we normalize the visual features into
[0, 1]. In terms of the model architecture, we implement F/,
G, and D as simple three-layer neural networks with 1,800,
1,800, and 1,600 hidden units. Both F" and D apply ReLLU
as the activation function on both the hidden layer and the
output layer, both of which follow a dropout layer. While

developing the model, we have observed that by applying
the tanh activation function for the hidden layer of G would
obtain more stable and better results. In terms of the learning
rate of the base model, we set 5e~® for AwA1, CUB, and
FLO datasets, and 2e~* for AwA?2 dataset. For all datasets,
we set the learning rate of the refining model as 1/10 of
the original base model. In each episode, the base model is
trained for 100 epochs by stochastic gradient decent using
the Adam optimizer and a batch size of 128 for AwA1 dataset
and 32 for the other datasets. The refining model in each
episode is trained for 10 epochs using the same optimizer
and batch size as the base model. Our model is implemented
using TensorFlow framework. The code is available at '.

4.2. Comparing State-of-The-Art Approaches

Table 2 describes the classification performances of E-
PGN and fourteen competitors including three discriminative
approaches [, 2, 22], nine generative approaches [38, 39,

, 0,15, 17,35, 24, 40], one episode-based approach [28],
and one ensemble approach [7].

From Table 2, we observe that the proposed E-PGN
achieves significant improvements over the state-of-the-art in
terms of both T and H on four datasets. Specifically in T met-
ric, the overall accuracy improvement on AwA1 increases
from 71.1% to 74.4%, on AwA2 from 70.4% to 73.4%,
on CUB from 71.1% to 72.4%, and on FLO from 83.9%
to 85.7%, i.e., all quite significant. Remarkably, E-PGN
achieves 71.2% and 76.5% for H metric on AwA1 and FLO
datasets, which marginally improves the second-best perfor-
mance by 7.1% and 8.2%. On AwA2 and CUB datasets, the
proposed E-PGN also gains improvements from 63.9% to

lhttps://qithub.com/yunlonqyu/EPGN
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AwAl AwWA2 CUB FLO
Method T u S H T u S H T u S H T u S H
PGN 722 52.6 863 653 | 71.2 48.0 83.6 61.0 | 68.3 48.5 572 525 | 814 63.6 77.8 70.0
E-PGN (5) | 72.2 57.2 83.8 68.0 | 73.5 51.2 83.0 63.3 | 70.4 50.5 59.0 544 | 84.2 67.7 79.6 73.2
E-PGN (10) | 744 62.1 834 71.2 | 73.4 52.6 83.5 64.6 | 72.4 52.0 61.1 56.2 | 85.7 71.5 82.2 76.5
E-PGN (15) | 73.8 62.2 829 71.1 | 74.2 50.5 84.1 63.1 | 69.6 51.5 574 543 | 85.3 70.5 80.4 752

Table 3. Performance (in %) comparisons of the number of the selected mimetic unseen classes in each episode. PGN indicates the model

trained without episode-based paradigm.

64.6% and from 54.3% to 56.2%, respectively. Compared
with the other episode-based approach RELATION NET
[28], our E-PGN achieves significant improvements on four
datasets, which indicates that our mimetic strategy captures
more discriminative transfer knowledge than learning the
distance metric strategy. Compared with the other ensemble
approach 3ME [7], our E-PGN also has obvious improve-
ments under different metrics across different datasets.

We also observe that the seen classification accuracy s
is much better than unseen classification accuracy u, which
indicates that the unseen test instances tend to be misclassi-
fied into the seen classes. This classification shifting issue
is ubiquitous across all the existing approaches. From the
results, we observe that the generative approaches alleviate
this shift issue to some extent, resulting in the improvement
of H measure. However, those approaches balance the differ-
ences between the seen class accuracy and the unseen class
accuracy via decreasing the seen class accuracy while im-
proving the unseen class accuracy, which is not desirable in
practice. In contrast, our E-PGN is more robust than the com-
petitors, which substantially boosts the harmonic mean H
via improving the unseen class accuracy while maintaining
the seen class accuracy at a high level. Our performance im-
provement is benefited from the progressive episode-training
strategy paired with the effective base model.

4.3. Further Analysis
4.3.1 Impact of episode-based paradigm

In the first experiment, we evaluate the impact of the episode-
training scheme and how the number of selected mimetic
unseen classes in each episode affects the performances
on different datasets. To do so, we vary the number of
selected mimetic unseen classes from 0 to 15 in intervals
of 5. It should be noted that the case where the number
of selected mimetic unseen classes equaling 0 indicates the
approach trained without the episode-based paradigm and
the optimization process degenerates to the traditional batch-
based training strategy.

According to the results in Table 3, we observe that E-
PGN mostly performs better than PGN on four datasets under
different metrics except s on AwA1 dataset, which indicates
the effectiveness of the proposed episode-based training strat-
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Figure 4. Traditional and generalized zero-shot classification results
with traditional cross-entropy loss (short for CE) and multi-modal
cross-entropy loss (short for MCE) on four datasets.

egy. Compared with PGN, the E-PGN may spoil the whole
training structure to some extent, but can progressively ac-
cumulate the knowledge on how to adapt to novel classes
with the episode-based training paradigm, and thus better
results are obtained. Besides, we also observe that the num-
ber of the selected mimetic unseen classes greatly impacts
the classification performances. Specifically, E-PGN (10)
basically beats E-PGN (5) on four datasets. However, with
the further increase of the number, the performances tend
to decrease, we speculate that the reason is that when more
mimetic unseen classes are selected for refining, fewer train-
ing classes are left for training the base model, leading to
unsatisfied initialization for the prediction of the mimetic
unseen classes.

4.3.2 Performance impacts of E-PGN components

In this study, we quantify the benefits of the different com-
ponents in E-PGN on the performances. In the proposed
E-PGN model, except for the base adversarial loss, there
are three components: two regression losses and one multi-
modal classification loss. Each loss is controlled by a hyper-
parameter, i.e., a, 8, and 7. We select the values of the
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AwAl AwA?2 CUB FLO
a [ v T u S H T u S H T u S H T u S H
v v | 731 603 823 69.6 | 72.6 513 81.6 63.0 | 71.2 509 59.1 54.7 | 85.0 69.2 79.7 74.1
v v | 73.8 61.0 83.1 704 | 72.2 525 8277 643 | 67.2 459 559 504 | 85.8 69.4 82.0 75.2
v v 70.8 56.2 822 66.8 | 70.9 432 799 56.1 | 66.8 452 525 48.8 | 86.2 70.0 79.2 74.4
v | 72.1 562 815 66.5 | 71.2 48.5 84.0 61.5 | 70.3 50.0 57.5 53.5 | 85.6 71.3 80.5 75.6
v v v 744 62.1 834 71.2 | 73.4 52.6 835 64.6 | 724 52.0 61.1 56.2 | 857 71.5 82.2 76.5
Table 4. Ablation study of the E-PGN components on four datasets. The best results are marked in boldface.
hyper-parameters only from O and 1. When the value of 100 AL 100 Amaz
a hyper-parameter equals 1, its corresponding component - Bt s =i
is “switch on”, otherwise is “switch off”’. The performance % 80 g 80
differences between the two scenarios reveal the effects of ; §
the component. E 60 F o0
From the results illustrated in Table 4, we observe that
the model with all three components mostly achieves the YT w s I R
best performances for fourteen out of sixteen metrics, which o o
indicates that the three calibration terms complement each 80 - 90 = —
other. Besides, we observe that the performances of the - ElEuc) o
model without MCE loss (v = 0) degrade significantly on % 70 g 8
three out of four datasets, which reveals that the MCE loss é E
contributes significantly to the classification performance. E 0 570
50 T u s H 60 T wu s H

4.3.3 Impact of classification network

To further validate the superiority of the proposed multi-
modal cross-entropy loss, we compare our E-PGN against
the method with the traditional cross-entropy loss. From the
results illustrated in Fig. 4, we observe that the proposed
E-PGN with MCE loss performs much better than the coun-
terpart with traditional Cross-Entropy (CE) loss on AwAl,
AwA2, and CUB datasets, and performs neck to neck on
FLO dataset. We argue that the superiority is due to that
the MCE loss encodes with the class semantic information
into the classification module, which both preserves the dis-
criminative information and enhances the visual-semantic
consistence. Besides, compared with the model with the
traditional CE loss, the model with the MCE loss introduces
no extra training parameters, which is more efficient.

4.3.4 Impact of distance metric

In this experiment, we investigate how the distance metric
affects the classification performance. In Fig. 5, we compare
Cosine vs. Euclidean distance under different metrics on four
datasets. We observe that the performances obtained in the
Euclidean space are significantly better than those obtained
in the Cosine space under most cases, indicating that the
Euclidean distance is more suitable to our approach. The
inferior performances obtained in Cosine space may be due
to that the Cosine distance is not a Bregman divergence [26].

Figure 5. Traditional and generalized zero-shot classification results
with Euclidean distance (short for Euc) and Cosine distance (short
for Cos) on four datasets.

5. Conclusion

In this paper, we have introduced an episode-based train-

ing paradigm to enhance the adaptability of the model for
zero-shot learning. It divides the training process into a
collection of episodes, each of which mimics a fake zero-
shot classification task. By training multiple episodes, the
model accumulates a wealth of ensemble experiences on pre-
dicting the mimetic unseen classes, which generalizes well
on the real unseen classes. Under this training paradigm,
we have proposed an effective generative model to align
the visual-semantic consistency paired with a parameter-
economic multi-modal cross-entropy loss. The comprehen-
sive results on four benchmark datasets demonstrate that the
proposed model achieves the new state-of-the-art and beats
the competitors by large margins.
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