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ABSTRACT 1. The images in the retrieval database can be annotated

The demand for automatically annotating and retrievin medi-mo one of the pre-defined labels, which are denoted as the
y 9 9 round truth labelf the images. Due to the ground truthing

ical images is growing faster than ever. In this paper, weq . . .
T . mplexity, only a small portion of the whole image collec-
present a novel medical image retrieval method based on SEMI- : .
ions have their ground truth labels available.

supervised Semantic Error-Correcting output Codes (SEMI- > Given a specific query. the correctly retrieved images
SECC). The experimental results on IMAGECLEF 2005 [1] , pectic query, y I€ 9
. should have the same ground truth label, which may not nec-
annotation data set clearly show the strength and the promise ___ . X
essarily equal to the ground truth label of the query image
of the presented methods. . : . X
provided that the query image and the retrieved images share
a sufficient semantic similarity. This means that a user may
1. INTRODUCTION query the database with an image that is close to but not ex-
o _ _ _ _ actly what he/she expects.

Medical images play a central role in patient diagnosis, ther-  The rest of the paper is organized as follows: the anno-
apy, surgical planning, medical reference, and medical traination method is presented in Section 2; the retrieval method
ing. With the advent of digital imaging modalities, as well js presented in Section 3; the evaluations of the annotation
as images digitized from conventional devices, collections ofnethod and the retrieval method using the data set from IM-

medical images are increasingly being held in digital form. FAGECLEF 2005 [1] annotation task are given in Section 4;
becomes increasingly expensive to manually annotate medinally, the conclusion is made in Section 5.
cal images. Consequently, automatic medical image annota-
tion [4] becomes important.

Due to the large number of the images without text in-
formation, content-based medical image retrieval (CBMIR),
[2, 3] has received increased attention. We call the seman-

tic similarity defined between different appearances of theeCcOC [5, 6] is used to solve an H-clasdl (> 2) classifi-
same object thitra-object similarityand the semantic simi- cation problem using multiple 2-class classifiers, which are
larity defined between different objects timéer-object simi-  calledindividual classifiers The procedure to select the indi-
larity. A semantic similarity in this paper refers to both intra- vidual classifiers is calledoding The labels of the original
object and inter-object semantic similarities. Each image irH-class classification problem are callederall labels The
the database contains only one object. The semantic similaabels of the individual classifiers are caliedividual labels
ity between two images is the semantic similarity between thef we represent the individual labels of one sample as a vector,
objects contained by the images. For example, the semaniighich is called thecodeof the sample, all the training sam-
similarity between an elbow image in coronal view and an elples with the same overall label should have the same code.
bow image in sagittal view is intra-object similarity while the Taple 1 gives a simple example, where there are 4 overall la-
semantic similarity between a hand image and an upper-arge|s: forearm and sagittal, elbow and coronal, foot and axial,
image is inter-object similarity. and foot and sagittal. 4 individual classifiers are used in an
The problem addressed in this paper is a special medicg@COC solution.
image retrieval problem. Compared with the general medical The criterion of ECOC coding is that the difference be-
image retrieval problems, the problem addressed here has thgeen the codes of different overall labels should be suffi-
following properties: ciently large, which is typically measured using the Hamming
LpPart of this work was done during participation in the Medical Infor- distance. Typically, the |_nQ|V|duaI clqs_smers are. randomly se-
matics Training Program of the Lister Hill National Center for Biomedical lected and the more individual classifiers, the higher accuracy
Communications at the National Library of Medicine, NIH the overall classifier has. ECOC classification is solved by

2. ANNOTATION MODEL

1. Error-Correcting Output Codes (ECOC)




overall label ID ECOC codes SECC codes We then train one individual classifier for one category.
0 (forearm and sagittal)  (1,0,1,0) (1,0,1) This classifier may be a 2-class classifier; it may also be a
1 (elbow and coronal)| (1,1,1,1) (2,0,2) multi-class classifier. Different individual classifiers may use
2 (foot and axial) (0,1,0,0) (0,1,0) different classification models and different feature sets. Ta-
3 (foot and sagittal) (0,0,1,2) (0,1,1) ble 1 also gives a possible SECC coding solution. Since each

. - - individual classifier focuses on one category in SECC, we do
Table 1. A simple classification problem together with its not distinguish between the individual label and the category
ECOC coding and SECC coding label in the following text.

finding the code whose distance to the query code is the mir&-3- Individual classifiers’ combination

imum. In the above example, if a query has a code (1,1,0,0} js clear that SECC coding does not guarantee that the dif-
it will be classified to “Label ID 2 since the corresponding ference between the codes of different overall labels is suf-
Hamming distance is smaller than those of the query code tcjently large. Consequently, the ECOC similarity functions

the other codes. In the following text, we explain how our(e g, the Hamming distance function) may not be suitable for
method selects the individual classifiers and finds the close§ecc. Here we present a probabilistically based similarity

code, i.e., combines the individual classifiers. function for SECC. Let the number of the individual classi-
fiers beM. Let the number of the different individual labels
2.2. Individual classifiers’ selection (coding) for individual classifierj be M;. Let a query image be;.

Denote the probability for; to have individual labek on

Atypical overall label for IMAGECLEF 2005 annotation data individual classifierj as qgk_ LetQ, — {qlg‘k}. Denote a

se;[|skeIIbOV\I/”|m\7Vgeasag|ttal V|erv]v, pIaln]rcadlographlyl/,lagdlmus- ossible code for; asY = (y!,42, ...,y™) and the code
culoskeletal”. We denote each part of an overall label as g¢ o\ arall 1abelo asGy = (g1, 42, ....gM). We maximize

categoryand the p055|blelvalu_es for that categorycam.\gory the joint probability ofG, andY” given@); to find the overall
labels For the example given in Table 1, we may define threqabel of the query image:

categories: ARM (possible labels: forearm, elbow, and non-

arm), FOOT (possible labels: foot and non-foot), and VIEW  rr44, o P(G,,Y|Q:) = P(G,|Y,Q:) x P(Y|Q:) (1)
(possible labels: axial, sagittal, and coronal). In some ap- '

plications, not only the overall label related information butwhereP (Y |Q;) is the probability of the event that the individ-
also the category related information are required to be deya| classification results arg’s givenQ;. Different individ-
termined. Since the individual classifiers in ECOC codingya| classifiers are trained independently. Thus, it is possible
are selected randomly, they seldom contain the latter infofthat for someY’, the number of the non-zeng's for corre-
mation. Regarding the ECOC solution given in Table 1, it iSjated categories is not 1. Note that this is in conflict with the
Unlikely that an individual classifier would solve the classifi- requirement that there is On|y one de]egate Category_ Con-
cation problem w.rt. one of the three categories exactly. IRequently, the correspondirg(Y'|Q;) is set to 0. For other
order to determine the category related information, we revisgituations,P(Y|Q;) is set to the multiplication of the proba-
ECOC to SECC. bilities that the individual classification labels are correct, i.e.,

First, we define several categories and category labels f%tjyy ‘s Letycf's be theyj/s for the correlated categories. We
a data set. Categories independent of other categories ad{?en defineP(Y'|Q;) as follows:

called independent categoriesin the above example, the
VIEW category is in general independent of other categories. 0. 1{4Ci 4Ci 40 1

\ . ) Oy ™ £ 0 #
Categories correlated to other categories are catheelated PY|Q;) = HM—I i |{yCr,yCi £ 0} = 1
categories The ARM category and the FOOT category in j=o & WY o
the above example are correlated. An image with a forearm P(G,|Y, Q:) in Equation 1 is the probability of the event

category label can only have a non-foot category !abel. E.acﬁﬁat a query cod with the probability se); happens to be
correlated category has several labels corresponding to dlffe[rﬁe ground truth codé’,.. To simplify the computation, we let
ent aspects of the category, together with a “non-" label. Ap G,lY,Q;) = P(G,|Y). Let D, = |{j, ¢ # y}|, i.e., the

sample with a “non-" label in a category means that the samhymber of they’s which are not equal to the corresponding
ple does not belong to that category. In the above examplgg_ We then define’(G,|Y") as follows:

if a sample has a “non-arm” label, this sample is not part of

an arm. The label ID for a “non-" label is 0 while those for PG|V = { 0, Do > Ty ‘ o .

other category labels are non-zero. Note that for one sample, ° P({(4,93),95 # v’ }{(,95), 92 =v’}), Do <Th
there is only one correlated category such that the category la- (3)

bel of the sample on this category is not a “non-" label. This The conditional probability in the right hand side of Equa-
category is called thdelegatecategory of the sample. tion 3 is the probability of the event that when a query code

)



contains part of the code df,, the remaining part of the user interested images while in the imaginary retrieval sys-
query code happens to be the remaining part of the code ¢ém, query images are high level semantical similar to the user
G,. In order to focus the attention on the query codes thainterested images.
do not differ substantially from the cod&,, we introduce a Since the imaginary retrieval focuses on the similarities
thresholdZ}. If the code ofGG, differs from the query code among different objects, we must define such similarities in
by at leastl; bits, P(G,|Y) is set to 0. By assuming that advance. Unfortunately, such similarities are subjective. For
each training image is identically and independently generexample, for the same similarity, it may be defined for be-
ated from an unknown distribution (i.i.d.F({(4,9),92 #  tween different views of the same object, or for different views
v H{(j, g2),g2 = y7}) can be estimated using the training of different objects that look similar, or different parts of the
samples. For example, referring to the example in Table Isame object. In the imaginary retrieval system developed for
assume that Label ID 0 has 20 training samples and Label Ithe IMAGECLEF 2005 annotation data set, the similarity be-
1 has 30 training samples. Since only Label ID 0 and Labeiween different objects is defined through the similarity be-
ID 1 satisfy thaty? = 1 andy? = 1, the probability of the tween different overall labels. In the current version of the
event thaty! = 0 andy® = 0 given the fact thay” = 1 and  imaginary retrieval prototype system, the similarity between
y? = 1is determined as follows: any two objects is either 0 (not similar) or 1 (similar). Two
overall labels are similar if there exist two corresponding in-

20 . .
P({(1,0), (3,0)}{(0,1), (2,1)}) = 5 (4) d|V|duaI_IabeIs between them: (1) they are labels of correlated
0+30 categories; and (2) they are valuable labels.
For a query image, we first apply the SEMI-SECC an-
2.4. Semi-supervised active learning SECC notation method to determine the individual labels and their

obabilities. The overall label is then determined using the

. ) . pr
A typical SSL method works as follows: lean a superwsecfnethod presented in Section 2.3. Based on the similarities

classifier using the ground truthed training samples only; Ia(':Iefined above, all the overall labels which are similar to the

bel the unlabelled samples using the learned supervised Clao°\7erall label of the query image are extracted. The imaginary

sifier; re-train the supervised classifier using all the traininqetrieval images are randomly selected images with each of
samples. The last two steps are repeated until certain stop Cfﬁese overall labels. Using the four overall labels in the ex-

teria are met. SEMI-SECC follows the ESL framework pre'ample discussed in Section 2.2, if a query image is annotated

sented in [7]. The ESL framework is probabilistically guar- to have a "forearm” label, the retrieved images are those either
anteed to have the accuracy increased when the number\m

) . . h | . dure | th a forearm label or with an elbow label.
|terat|on§ mc_reases..T e SEMI-SECC learning procedure is The imaginary retrieval may be combined with the tradi-
summarized in Algorithm 1.

tional retrieval to develop a more sophisticated, hierarchical
i : retrieval system. For example, the imaginary retrieval may
Algorithm 1 SEMI-SECC Learning Procedure first be applied to determine the overall label with which a
1. Ground truth a small set of images from the database.  yser expects to retrieve images. A traditional retrieval sys-

2. Learn the initial individual classifiers. Set 0. ~ tem may then be applied to actually retrieve the images in a
3. Seti = i+ 1. Classify unlabelled samples using the trainedqyatapase with this overall label.

classifiers at Iteration — 1 and assign labels to unlabelled
samples based on the classification results.

4. Re-train the individual classifiers. 4. EVALUATIONS
5. If certain stop criteria meet, stop. Otherwise, goto step 3.

The data set we use to evaluate our methods is IMAGECLEF
[1] 2005 annotation data set. All the images are X-Ray im-
ages, which include 9000 training images and 1000 test im-
ages. The images can be categorized into 57 classes. We
3. RETRIEVAL MODEL define 11 categories for the data set.

The first experiment we have conducted is to compare the
Image retrieval concerns with retrieving images in a databasannotation accuracy between the ECOC methods, which we
that are similar to a query image in content. We call the rehave implemented based on [5], the SECC method, and the
trieval systems that use appearance-based or low level sem&EMI-SECC methods. The second column of Table 2 reports
tic similarities as thdraditional retrieval systems and those the comparison results. The integers and the percentages in
that use high level semantic similarities as tmaginary re-  “Method” field are the numbers of individual classifiers, i.e.,
trieval systems. Existing retrieval methods in the literatured, and the percentages for the initially ground truthed train-
are all traditional retrieval. A big difference between the tra-ing samples of all the training samples. Error rate is esti-
ditional retrieval and the imaginary retrieval is that in the tra-mated using the test data only. It is clear from the Table that
ditional retrieval system, query images are the same as thvthen theM in SECC is comparable to that in ECOC, the er-




Method Accuracy | Related| Related*| tically similar to the overall label of the query image. This
SECC (11) 81.3% | 94.1% | 93.8% overall label is considered as the correct annotation result of
SEMI-SECC (11,2%)| 75.6% 87.9% | 88.0% the test image instead of its ground truth overall label. The

SEMI-SECC (11,5%)| 78.1% 91.5% | 91.5% correspondingelated values for different annotation meth-
SEMI-SECC (11,10%) 79.4% 93.3% | 93.4% ods are reported in the last column of Table 2. It is clear that

ECOC (10) 67.4% | 77.3% | 45.3% all the methods except SEMI-SECC have significatated
ECOC (50) 74.3% | 83.5% | 47.1% value decreases w.r.t. the corresponding previous results.
ECOC (100) 80.5% | 87.8% | 49.9%

ECOC (200) 84.9% 91.6% | 53.6% 5. CONCLUSIONS

Table 2. Coding methods comparisons. The values in parenthe demand for automatically annotating and retrieving med-
theses aré// and the percentages of initially ground truthedical images is growing faster than ever. In this paper, we
samples. The values in the second and third columns aigesent a novel medical image retrieval method based on SEMI-
calculated by considering the ground truth overall label of &ypervised Semantic Error-Correcting output Codes (SEMI-
query as the correct annotation result of the query. The valuesECC). The experimental results on IMAGECLEF 2005 an-

in the fourth column are calculated by considering an overnotation data set clearly show the strength and the promise of
all label different from but semantically similar to the ground the presented methods.

truth overall label of a query as the correct annotation result
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