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ABSTRACT

Foreground segmentation is a common foundation for many com-
puter vision applications such as tracking and behavior analysis.
Most existing algorithms for foreground segmentation learn pixel-
based statistical models, which are sensitive to dynamic scenes
such as illumination change, shadow movement, and swaying trees.
In order to address this problem, we propose two block-based back-
ground models using the recently developed incremental rank-( R1,
Rs, R3) tensor-based subspace learning algorithm (referred to as

IRTSA) [1]. These two IRTSA-based background models (i.e., IRTSA-

GBM and IRTSA-CBM respectively for grayscale and color im-
ages) incrementally learn low-order tensor-based eigenspace rep-
resentations to fully capture the intrinsic spatio-temporal charac-
teristics of a scene, leading to robust foreground segmentation re-
sults. Theoretic analysis and experimental evaluations demonstrate
the promise and effectiveness of the proposed background models.

Categories and Subject Descriptors

H.3.1 [Information Storage and Retrieval]: Content Analysis
and Indexing—Abstracting methods, Indexing methods

General Terms

Algorithms, Measurement, Performance, Experimentation

Keywords

Video surveillance, object detection

1. INTRODUCTION

Foreground segmentation is a fundamental task for many com-

puter vision applications. Higher level operations (e.g., visual surveil-

lance and behavior analysis) rely heavily on the information pro-
vided by foreground segmentation. In general, segmentation of
foreground regions in image sequences can be accomplished by
matching the learned background model with each video frame.
However, it is difficult for most existing background models to
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detect foreground objects in dynamic scenes such as illumination
change, shadow movement, and swaying trees. Consequently, ef-
fectively modeling scenes is crucial for foreground segmentation.

In recent years, much work has been done in foreground segmen-
tation. Stauffer and Grimson [2] propose an online adaptive back-
ground model where a mixture of Gaussians is adopted to model
each pixel. The model classifies each pixel by matching the pixel
with the Gaussian distribution representing the pixel most effec-
tively. Furthermore, the number of Gaussians is adjusted adap-
tively to best represent background processes. Sheikh and Shah [5]
present an improved nonparametric model combining both tempo-
ral and spatial information. In [6], an adaptive background model
for grayscale video sequences is presented. The model utilizes lo-
cal spatio-temporal statistics to detect shadows and highlights. Fur-
thermore, it can adapt to illumination changes. Haritaoglu et al. [3]
build a statistical background model representing each pixel by
three values which are its minimum intensity value, its maximum
intensity value and the maximum intensity difference between con-
secutive frames during training. In [7], Wang et al. present a prob-
abilistic method for background subtraction and shadow removal.
Their method detects shadows by a combined intensity and edge
measure. Tian et al. [9] propose an adaptive Gaussian mixture
model based on a local normalized cross-correlation metric and a
texture similarity metric. These two metrics are used for detect-
ing shadows and illumination changes, respectively. Patwardhan et
al. [22] propose a framework for coarse scene modeling and fore-
ground detection using pixel layers. The framework allows for in-
tegrated analysis and detection in a video scene. Wang et al. [8]
present a dynamic conditional random field model for foreground
and shadow segmentation. The model utilizes a dynamic proba-
bilistic framework based on the conditional random field (CRF)
to capture spatial and temporal statistics of pixels. In [4], PCA
(principal component analysis) is performed on a collection of N
images to construct a background model, which is represented by
the mean image and the projection matrix comprising the first p
significant eigenvectors of PCA. In this way, foreground segmenta-
tion is accomplished by computing the difference between the input
image and its reconstruction; then online PCA is enabled to incre-
mentally learn the background’s eigenspace representation. How-
ever, the aforementioned methods for background modeling share
a problem that they are unable to fully exploit the spatio-temporal
redundancies within the image ensembles. This is particularly true
for those image-as-vector techniques (e.g., [4]), as the local spatial
information is almost lost. Consequently, the focus has been made
on developing the high-order tensor learning algorithms for effec-
tive subspace analysis. In this case, the problem of modeling the
appearance of a scene is reduced to how to make tensor decompo-
sition more accurate and efficient.
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Figure 1: Illustration of the incremental rank-(Ri, Rz, R3)
tensor-based subspace learning of a 3-order tensor.

More recent work on modeling the appearance of an object fo-
cuses on using high-order tensors to construct a better representa-
tion of the object’s appearance. Wang and Ahuja [10] propose a
novel rank-R tensor approximation approach, which is designed to
capture the spatio-temporal redundancies of tensors. In [11], an
algorithm named Discriminant Analysis with Tensor Representa-
tion (DATER) is proposed. DATER is tensorized from the popular
vector-based LDA algorithm. In [12, 13], the N-mode SVD, multi-
linear subspace analysis, is applied to constructing a compact rep-
resentation of facial image ensembles factorized by different faces,
expressions, viewpoints, and illuminations. Tao er al. [14] pro-
pose a supervised tensor learning (STL) framework to generalize
convex optimization based schemes. The framework accepts nth-
order tensors as inputs. He et al. [15] present a learning algorithm
called Tensor Subspace Analysis (TSA), which learns a lower di-
mensional tensor subspace to characterize the intrinsic local geo-
metric structure of the tensor space. In [16], Wang et al. give a con-
vergent solution for general tensor-based subspace learning. Sun et
al. [17] mine higher-order data streams using dynamic and stream-
ing tensor analysis. Also in [18], Sun et.al present a window-based
tensor analysis method for representing data streams over the time.
All of these tensor-based algorithms have the same problem that
they are not allowed for incremental subspace analysis for adap-
tively updating the sample mean and the eigenbasis.

In this paper, we propose a framework for foreground segmen-
tation. In the framework, two background models (i.e., IRTSA-
GBM and IRTSA-CBM) for grayscale and color images are devel-
oped to capture the spatio-temporal characteristics of a scene, lead-
ing to robust foreground segmentation results. These two back-
ground models are based on the recently developed incremental
rank-(R1, R2, R3) tensor-based subspace learning algorithm (re-
ferred to as IRTSA) [1]. The algorithm online constructs a low-
order tensor eigenspace model, in which the sample mean and the
eigenbasis are updated adaptively.

The remainder of the paper is organized as follows. An introduc-
tion to /RTSA [1] is given in Sec. 2. The framework for foreground
segmentation is described in Sec. 3. Experimental results are re-
ported in Sec. 4. The paper is concluded in Sec. 5.

2. INCREMENTAL RANK- (R, Rs, R;) TENSOR-

BASED SUBSPACE LEARNING (/RTSA)

Based on R-SVD [19, 20], IRTSA [1] identifies the dominant
projection subspaces of 3-order tensors, and is capable of incre-
mentally updating these subspaces when new data arrive. Given
the CVD(A (1)) of the mode-k unfolding matrix A,y (1 < k < 3)
for a 3-order tensor A € R11*12%13 JRTSA is able to efficiently

Input:

CVD(A(x)) of the mode-k unfolding matrix Ay, ie.
umpEy®* (1 < k < 3) of an original tensor A €
R 12x1s pewly-added tensor F € R™*2*/3 | column
mean L™ of A(1), column mean L@ of A(2), row mean L®
OfA(g) and Rl, Rg, Rg.

Output:

CVD(A(;)) of the mode-i unfolding matrix Af,, ie.
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Figure 2: The incremental rank-(R;, Rz, R3) tensor-based
subspace analysis algorithm (IRTSA). R-SVD((C | E), L, R)
represents that the first 2 dominant eigenvectors are used in
R-SVD for the matrix (C|E) with C’s column mean being L.

(1) (8) ¢ (1) T
compute the CVD(A(;)) = 09DV of the mode-i unfolding

matrix Af;) (1 <i < 3) for A" = (A| F) € R T2XT3 where

F e RIW*I2X13 jg g new 3-order subtensor and I = I + Ié.
To facilitate the description, Fig. 1 is used for illustration. In the
left half of Fig. 1, three identical tensors are unfolded in three
different modes. For each tensor, the white regions represent the
original subtensor while the dark regions denote the newly added
subtensor. The three unfolding matrices corresponding to the three
different modes are shown in the right half of Fig. 1, where the
dark regions represent the unfolding matrices of the newly added
subtensor F. With the emergence of the new data subtensors, the
column spaces of A’{l) and A’(“Q) are extended at the same time when
the row space of Afs is extended. Consequently, /RTSA needs
to track the changes of these three unfolding spaces, and needs to
identify the dominant projection subspaces for a compact repre-
sentation of the tensor. It is noted that Af,y can be decomposed
as: Ay = (A@) | F2)) P = B-P, where B = (A() | F2))
and P is an orthonormal matrix obtained by column exchange and
transpose operations on an (I1-13)-order identity matrix G. Let

I3 I; I3 Ié I3 Ié
AN AN AN AN AN AN L
G=(E[Q|E|Qz]---[-|En[Qr ) whichis gen-

erated by partitioning G into 2/; blocks in the column dimension.
Consequently, the orthonormal matrix P is formulated as:

P = (E1\|Es| - | Er,|Q1Qz] -+ 1Qn)". )

In this way, CVD(A&)) is efficiently computed on the basis of
P and CVD(B) obtained by applying R-SVD to B. Furthermore,
CVD(A(;)) is efficiently obtained by performing R-SVD on the

matrix (A1) | F(1)). Similarly, CVD(A(y)) is efficiently obtained
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Figure 3: The architecture of the foreground segmentation
framework.

T
by performing R-SVD on the matrix (?(JiL) . For a compact
eigenspace representation of the mode-¢ unfolding matrix A’&-) 1<
1 < 3), we just maintain the first R; principal eigenvectors in R-
SVD. The specific procedure of /RTSA [1] is listed in Fig. 2. The
main computational cost of IRTSA [1] is to compute the SVDs of
unfolding matrices in different modes. Please see the detailed quan-
titative complexity analysis of R-SVD in [20].

3. THE FRAMEWORK FOR FOREGROUND

SEGMENTATION

3.1 Overview of the framework

The foreground segmentation framework based on /RTSA in-
cludes two stages: (a) online background model learning; and (b)
model matching. In the first stage, a low dimensional tensor-based
eigenspace background model is online learned by /RTSA as new
data arrive. In the second stage, consecutive frames are matched
with the learned tensor-based eigenspace background model to de-
tect moving regions over the time. These two steps are executed
repeatedly as time progresses. The architecture of the foreground
segmentation framework is shown in Fig. 3.

3.2 Problem formulation for foreground seg-
mentation

Denote G = {BM, € ’RMXN}q:Lz,_,_,t as a scene’s back-
ground appearance sequence with the g-th frame being BM,. For
convenience, we rename G = {BM, € R]\/IXN}(I:172V“,t as a
background appearance tensor (i.e., a background appearance mul-
tidimensional matrix). Denote p,. as the u-th and v-th pixel of the
scene. We just use a K -neighbor background appearance subten-
sor A = {BM}" € RI**12Xt} _1 5 4 (i.e., the spatio-temporal
K-neighborhood of p., and K = I;-1I2 — 1) to capture the spatio-
temporal interactions between the u-th and v-th pixel and its neigh-
bor pixels. In this paper, K is chosen to be 24 (i.e., the spatio-
temporal 24-neighborhood of p..). Consequently, effectively min-
ing the spatio-temporal statistical properties of the subtensor A is
crucial for robust foreground segmentation. The aforementioned
formulations are illustrated by Fig. 4. Subsequently, the proposed
IRTSA is enabled to make tensor-based subspace analysis over A
for effectively mining the statistical properties of A.

Now we are ready to discuss the two proposed background mod-
els (IRTSA-GBM and IRTSA-CBM) respectively in the next two
sections 3.3 and 3.4.

3.3 Grayscale background model (/R7SA-GBM)

The tensor-based eigenspace model for an existing tensor A =
{BMyY € RI"*2xt} 15+ (I1=1>=5 in the experiments)
consists of the maintained eigenspace dimensions (Ri, Ra, R3)

A

(b)
Figure 4: Illustration of the problem formulations for fore-
ground segmentation.

corresponding to three tensor unfolding modes, the mode-n column
projection matrices U™ g RInxftn (1 < n < 2), the mode-3 row
projection matrix V) e RUMTXEs the column means L™ and
L™ of the mode-(1, 2) unfolding matrices Ay and A(3), and the
row mean L® of the mode-3 unfolding matrix A(s). Given the
K-neighbor image region 74 € R™1>*12*! centered at the u-th
and v-th pixel pu, of a new frame Jip1 € RM>XNX1 the dis-
tance RM,, (determined by the three reconstruction error norms
of the three modes) between 71 and the learned tensor-based
eigenspace model is formulated as:

RMuy = /(wr|Q1]? + w2 | Q2] + ws|Qs]1?) / (II2);

Qn = (T —Mn) = (TE0—Ma) xn (UD-UMT) n=1,2;

uv uv T
Qs = (J5~Ma)—(J{5)—Ms) - (V- VEIT);

(2)
where X, is the mode-n tensor product (detailed in [1]), || - || is
the Frobenius norm, wy, is the mode-k weight (Zizl wr = 1s.t.
wg > 0, and wy, = % in the experiments), J’(‘3”> is the mode-3

unfolding matrix of J;41, Ma = L® which is the row mean of
the mode-3 unfolding matrix A s, M1 and My are defined as:

I
—_—~
My = (LW, LW ) e Rhxl2xt
1 ( I3 ) (3)
—_—~
Me= (L¥, . [L® )T e RIxlxt

where L") and L® are the column means of the mode-(1,2) un-
folding matrices A1) and A (s, respectively. In this way, the crite-
rion for foreground segmentation is defined as:

2
Puv € background if exp (— R;Zg“) > Toray )
foreground otherwise,

where p., is the u-th and v-th pixel of the scene, o is a scaling fac-
tor, and Tyrqy denotes a threshold. Thus, the entry BM;1(u,v)
of the background appearance matrix BM; (referred in Sec. 3.2)
at time ¢ + 1 is defined as:

Huv if Py € foreground
BMt+1(’U/, 'U) = { . (5)
Je41(u,v) otherwise

where Hyo = (1 —a™)BM; (u,v) + a* Tit1(u, v), o is a learn-
ing rate factor, and B9 with the entry B (u,v) is the mean
matrix of BMi.; attime ¢, i.e, BM, = 1 37} | BM,. Typically,
BN, is computed recursively as: BN, = LLBM, 1 + I BM,.
Subsequently, /RTSA is applied to incrementally update the tensor-
based eigenspace model of the K -neighbor background appearance
subtensor BM7'} of BM;.; as t increases. In the next section 3.4,
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Figure 5: Illustration of the foreground segmentation process
using IRTSA-CBM.

we discuss the proposed color background model, which is an ex-
tension to the proposed IRTSA-GBM.

3.4 Color background model (/R7SA-CBM)

In IRTSA-CBM, the RGB color space is transformed into the
scaled one (r,g,s), wherer = R/(R+ G+ B),g = G/(R+
G+ B),ands = (R+ G+ B)/3. Let A” € RI1*12%% pe the
r-component image ensemble composed of ¢ background appear-
ance matrices BM7.,, A9 € R11*12Xt pe the g-component image
ensemble composed of ¢ background appearance matrices BMY ,,
A € RI1*I2Xt be the s-component image ensemble composed
of ¢ background appearance matrices BM5.;, Jiy, € RI1*12X1
be the r-component frame at time ¢ + 1, J¢,, € R™**! be
the g-component frame at time ¢ + 1, and Ji5, € R71*72x!
be the s-component frame at time ¢ + 1. In this way, we have
three 3-order tensors BM7.;, BMY.,, and BM?.; corresponding
to the (r, g, s) components, respectively. For each component, a
component-specific tensor-based eigenspace model is learned by
IRTSA. The learning process of IRTSA-CBM is similar to that of
IRTSA-GBM, and the difference between IRTSA-GBM and IRTSA-
CBM is that IRTSA-CBM has three tensor-based eigenspace mod-
els corresponding to three color components while /RTSA-GBM
only has one. Specifically, the tensor-based eigenspace model for
BM?, (A € {r,g,s}) consists of the maintained eigenspace di-
mensions (Rla, RZA7 Rf ) corresponding to three tensor unfolding
modes, the mode-n column projection matrices U(A") € R xRy
for 1 < n < 2, the mode-3 row projection matrices Vf) €
RUT2) xRS of the mode-(1,2)

the row means ES) of the mode-

, the column means E(Al) and Eg)

unfolding matrices A and A(Q),
3 unfolding matrix A 3)
distance matrices between the new frame and the learned tensor-
based eigenspace models are respectively represented as RM,,,,
RMY, and RM,,,, each of which has the same definition as Eq.(2).
Given a new frame J;1+1 = {Jﬁl € RIlXI?Xl}AE{w,S}, the
criterion for foreground segmentation is defined as:

{ background if Puy > Teotor
Puv

foreground

Q)

otherwise,

2 2 2
P RMT, RMY, RMS,
where Pu = exp {_%( ‘77‘,”) _%( "quv) _%( f’:u> }’

Puv 18 the u-th and v-th pixel of the scene, o,,04 and o, are
three scaling factors, and Tcoi0r is a threshold. Let BM;,; €
RV BMY,, € R'*™2 and BM{,, € R"*'2 respectively
be the (r, g, s)-component background appearance matrices at time

andA € {r,g,s}. The (r, g, s)-component

t + 1, whose entry BMﬁ_1 (u,v) is defined as:

A HE, if pyo € foreground
BM,,(u,v) = (7

Jﬁl (u,v) otherwise

where HZ, = (1 — an)BME (u,v) + aAjﬁ_l(u,v), apisa
learning rate factor, and %imf is the mean matrix of BM IA:t at
time ¢, ie., BM, = L5 BMP. Typically, B, is com-
puted recursively as: BMS = %%Sﬁﬁl + %BMtA for A €
{r,g,s}. Subsequently, IRTSA is applied to incrementally update
the component-specific tensor-based eigenspace models of the K-

neighbor background appearance subtensor BM{TZA (centered at
the u-th and v-th pixel p.,) of BM. ﬁ as t increases (i.e., each com-
ponent corresponds to a specific tensor-based eigenspace model
learned in the same way of learning the tensor-based eigenspace
model for IRTSA-GBM in Sec. 3.3). For a better understanding,
Fig. 5 is used to illustrate the foreground segmentation process by
IRTSA-CBM.

4. EXPERIMENTS

In order to evaluate the performance of the proposed framework
for foreground segmentation, four videos are used in the experi-
ments. The first two videos consist of 8-bit grayscale images while
the last two videos are composed of 24-bit color images. In the
first video (selected from PETS2001"), a person and vehicles enter
or leave a bright road scene. In the second video, three persons are
walking in a scene containing a building wall, two lightly sway-
ing trees, two cars and so on. The occlusion event, in which these
three persons are overlapped, takes place in the middle of the video
stream. In the third video, two cars are moving in a dark and blurry
traffic scene. In the last video (selected from CAVIAR?), several
people are walking along a corridor. They come into or leave the
corridor from time to time. For the tensor-based eigenspace rep-
resentation, the settings of the ranks R1, Ro and R3 in IRTSA are
obtained from the experiments. The tensor-based eigenspace back-
ground models (i.e., IRTSA-GBM and IRTSA-CBM) are updated
every three frames.

Four experiments are conducted to demonstrate the claimed con-
tributions of the proposed IRTSA-GBM and IRTSA-CBM. The first
two experiments are performed to evaluate the foreground segmen-
tation performances of the two subspace analysis based foreground
segmentation techniques—the one proposed in [4] (referred here
as IRSL) and the proposed IRTSA-GBM using grayscale videos
1 and 2, respectively. The last two experiments are performed
to evaluate the foreground segmentation performances of the pro-
posed IRTSA-CBM using color videos 3 and 4, respectively. IRSL
[4] is a representative image-as-vector linear subspace learning al-
gorithm which incrementally learns a low dimensional eigenspace
representation of a real scene by online PCA. It has been proven
in the literature that IRSL is able to obtain a visually feasible fore-
ground segmentation results. Moreover, IRSL is only available for
modeling grayscale images. Thus, it is very significant for the pro-
posed IRTSA-GBM to make a comparison with IRSL. Furthermore,
the parameter settings for the comparing methods are conducted to
make them perform best.

In the first experiment, R1, R2 and R3 for IRTSA are assigned as
3, 3, and 10, respectively. The scaling factor o in IRTSA-GBM is set
as 15. The threshold 7,4y is chosen as 0.8. The learning rate fac-
tor ™ is assigned as 0.08. For IRSL [4], the PCA dimensionality

"http://www.cvg.cs.rdg.ac.uk/slides/pets.html
Zhttp://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/



Figure 6: The foreground segmentation results of IRTSA-GBM
and IRSL using the first video. In rows 1 and 4, the moving re-
gions are highlighted by white boxes. Rows 2 and 5 correspond
to IRTSA-GBM while rows 3 and 6 are associated with IRSL.

Figure 7: The foreground segmentation results of IRTSA-GBM
and IRSL using the second video. In row 1, the moving regions
are highlighted by white boxes. Rows 2 and 3 correspond to
IRTSA-GBM and IRSL, respectively.

p = 12, the update rate « = 0.96, and the coefficient 3 = 11. The
final foreground segmentation results are shown in Fig. 6, where
the second and the fifth rows correspond to IRTSA-GBM while the
third and the sixth ones are associated with the IRSL. For a better
visualization, we just show the segmentation results of six repre-
sentative frames 2, 43, 68, 86, 117, and 154.

In the second experiment, R, Rz and R3 for IRTSA are assigned
as 3, 3, and 12, respectively. The scaling factor o in IRTSA-GBM is
set as 20. The threshold T4, is chosen as 0.81. The learning rate
factor * is assigned as 0.09. For IRSL, the PCA dimensionality
p = 13, the update rate o = 0.95, and the coefficient 3 = 9. The
final foreground segmentation results are shown in Fig. 7, where
the second row corresponds to IRTSA-GBM while the third one is
associated with IRSL. The segmentation results of five representa-
tive frames 7, 26, 32, 44, and 72 are displayed.

From the results in the first and the second experiments, we note
that JRTSA demonstrates a better foreground segmentation result
than IRSL. Specifically, IRTSA-GBM’s segmentation results are
cleaner, more connected, and less noisy, and more shadow-free.
This is due to the fact that since the spatial correlation informa-
tion is ignored in IRSL, the global or local variations of a scene
substantially change the vector eigenspace representation of IRSL.

In the third experiment, (R, R5, R3), (R, RS, RY), and (
R3, R3) for IRTSA, corresponding to three components in the (r,
g, s) color space, are respectively assigned as (3, 3, 11), (3,3,11)
and (3, 3, 10). The learning rate factors «,, ay and s are all as-
signed as 0.08. The scaling factors o, o4 and o5 in (6) are set
as 0.12, 0.13, and 16, respectively. The threshold 7.0 is cho-

Figure 8: The foreground segmentation results of IRTSA-CBM
using the third video. In row 1, the moving regions are high-
lighted by white boxes. Row 2 displays the corresponding fore-
ground segmentation results of IRTSA-CBM.

|

Figure 9: The foreground segmentation results of IRTSA-CBM
using the fourth video. In row 1, the moving regions are high-
lighted by white boxes. Row 2 shows the corresponding fore-
ground segmentation results of IRTSA-CBM.

sen as 0.79. The final foreground segmentation results are demon-
strated in Fig. 8, where row 2 displays the corresponding fore-
ground segmentation results of JRTSA-CBM, in which five repre-
sentative frames (3, 20, 30, 34, and 38) of the video stream are
shown.

In the fourth experiment, (R7, R5, R3), (RY, R, R}), and (R3,
R3, R3) for IRTSA, corresponding to the three components in the
rgs color space, are respectively assigned as (3,3,9), (3,3,9), and
(3,3,11). The learning rate factors a, ag, and a are all assigned
as 0.08. The scaling factors o, 04 and o5 in (6) are set as 0.11,
0.13, and 20, respectively. The threshold 7.0 is chosen as 0.78.
The final foreground segmentation results are demonstrated in Fig. 9,
where row 2 shows the corresponding foreground segmentation re-
sults of IRTSA-CBM, in which five representative frames (296, 312,
472, 790, and 814) of the video stream are shown.

From the results in the third and the fourth experiments, we note
that IRTSA-CBM secures a good foreground segmentation result.
IRTSA-CBM is able to fully exploit the spatio-temporal redundan-
cies within the image ensembles by tensor-based subspace analysis,
resulting in robust foreground segmentation results.

In summary, we observe that IRTSA-GBM and IRTSA-CBM per-
form well in complex scenarios. Consequently, /RTSA-GBM and
IRTSA-CBM are two effective models for foreground segmentation.

5. CONCLUSION

In this paper, we have developed an effective framework for fore-
ground segmentation. In the framework, two novel background
models (i.e., IRTSA-GBM and IRTSA-CBM) have been proposed
for robust foreground segmentation. These two background mod-
els are based on /RTSA [1], which incrementally learns a low-order
tensor-based eigenspace representation through adaptively updat-
ing the sample mean and eigenbasis. Compared with existing back-
ground models, the proposed IRTSA-GBM or IRTSA-CBM better
captures the intrinsic spatio-temporal characteristics of a scene, lead-
ing to robust foreground segmentation results. Experimental re-
sults have demonstrated the robustness and promise of the proposed
IRTSA-GBM and IRTSA-CBM.
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