Semantic Repository Modeling in Image Database

Ruofei Zhang, Zhongfei (Mark) Zhanfj Zhongyuan Qih
!Sate University of New York, Binghamton, NY 13902, USA
{rzhang, zhongféi@cs.binghamton.edu
2Xi'an Jiaotong Univeristy, Xi’an, Shaanxi 710049, China
zhongyuangin@yahoo.com.cn

Abstract tion tree. More recently, Djeraba [5] proposed a method for
the classification based image retrieval, exploiting the as-

This work is about content based image database retrieval,sociations among color and texture features and using such
focusing on developing a classification based methodologyassociations to discriminate image repositories.
to address semantics-intensive image retrieval. With Self In this paper, we propose a new classification based
Organization Map based image feature grouping, a visual methodology to content based image retrieval (CBIR). We
dictionary is created for color, texture, and shape feature assume that a set of training images with known class labels
attributes, respectively. Labeling each training image with is available. Multiple features (color, texture, and shape)
the keywords in the visual dictionary, a classification tree is are extracted for each image in the set and are grouped to
built. Based on the statistical properties of the feature space create visual dictionaries. Using the visual dictionaries for
we define a structure, called-Semantics Graph, to dis- the training images, a classification tree is constructed, and
cover the hidden semantic relationships among the seman-any new image can be classified. To model the seman-
tic repositories embodied in the image database. With thetic relationships between the image repositories, a struc-
a-Semantics Graph, each semantic repository is modeled agure, calleda-Semantics Graph, is generated based on the
a unique fuzzy set to explicitly address the semantic uncer-defined semantics correlations for each semantic reposi-
tainty and the semantic overlap existing among the repos-tory pairs. Based on the-Semantics Graph each seman-
itories in the feature space. A retrieval algorithm combin- tic repository is modeled as a unique fuzzy set to explic-
ing the built classification tree with the developed fuzzy setitly address the semantic uncertainty and the semantic over-
models to deliver semantically relevant image retrieval is lap between the semantic repositories in the feature space.
provided. The experimental evaluations have demonstratedA retrieval algorithm is developed based on the classifica-
that the proposed approach models the semantic relation-tion tree and the fuzzy semantics model for the semantics-
ships effectively and outperforms a state-of-the-art contentrelevant image retrieval.
based image retrieval system in the literature both in effec-

tiveness and efficiency. 2. a-Semantics Graph and Classifica-
tion Based Retrieval

To capture as much content as possible to describe and dis-
Few studies have considered data classification on the basitinguish images, we extract color, texture, and shape fea-
of image features in the context of image indexing and re- tures to form a feature vector for each image in the database.
trieval. In the general context of information retrieval, the The color feature is represented as a color histogram based
majority of the related work has been concerned with han- on the CIELab space; the texture feature is represented as a
dling textual information [10]. Not much work has been vector with each element of the vector corresponding to the
done on how to represent imagery (i.e., image features)energy in a specified scale and orientation sub-band w.r.t. a
and how to organize the features. With the high popular- Gabor filter; and the edge map is used with the water filling
ity and increasing volume of images in centralized and dis- algorithm [14] to describe the shape information for each
tributed environments, it is evident that the repository se- image due to its effectiveness and efficiency for CBIR.
lection methods based on textual description is not suitable  For each feature attribute (i.e., color, texture, and shape)
for visual queries, where the user’s queries may refer towe create a visual dictionary, respectively, using Self Or-
not-yet-textually-described image content [13]. One early ganization Map (SOM) [9] approach as follows. (i) Per-
work of image retrieval through content-based classification forming Batch SOM learning [9] algorithm on the feature
was reported by Huang et al [8]. Using banded color cor- set to obtain the visualized model (node status) displayed
relograms, the approach models the features using singulain a 2-dimensional plane map. (ii) Regarding each node as
value decomposition (SVD) [4] and constructs a classifica- a “pixel” in the 2-dimensional plane such that the map be-
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Figure 1: Generation of the visual dictionary

comes a binary image with the value of each pixééfined

as 0 if count(i) > t (count(i) is the number of features
mapped to the nodg the constant is a preset threshold)
and 255 otherwise. (iii) Performing the morphological ero-
sion operation [2] on the resulting binary image to make
sparsely connected objects disjointed; the size of the erosio

nent labeling [2] we assign each separated object a uniqu
ID, a “keyword”. For each “keyword”, the mean of all the

features associated to it is determined and stored. All “key-

words” constitute the visual dictionary for the correspond-
ing feature attribute.

Fig. 1 shows the generation of the visual dictionaries.
Each entry in a dictionary is one “keyword” representing

the similar features. The experiments show that the visualpefinition 2.1 Given a semantic repository seb

mask is determined to be the minimum to make two sparselyrhEﬂmtlon of semantics correlation

connected objects separate. (iv) With the connected compo
e

where N; is the number of images in;; P(C;), P(T}),
andP(S;) are the occurrence probabilities of the single fea-
ture attribute (i.e., color, texture, and shape, respectively) in
the repository, respectively. The definpdrplexityis an
approximate measure of the inhomogeneity of the feature
distribution in the repository;. The more perplex in the
repository, the biggep, and vice versa.

Distortion. The distortion is a statistical measure
to estimate the compactness degree of the repository.
For each repository,r;, it is defined asD(r;)

repository and; is the centroid of the repository. The dis-
tortion describes the distribution shape of the repository in
the feature space, i.e., the looser the repository, the ldrger
defined.

Based on these statistical measures on the repositories,
we propose a metric to describe the relationship between
any two different repositories andr;, ¢ # j, in the repos-
itory set Re. The metric, calledemantics correlationis a
mappingcorr : Re x Re — R. For any repository pair
{ri,r;},1 # j, itis defined agorr; ; = L; j /Lynqz, Where

Li; = \/(Dz(Ti)+‘|lcj,i2_(2'j)||)p(”)p(rj) and L,,,.. IS the max-

imal L, ; between any two different semantic repositories
in the database, i.€L,,,,, = max,, r,cre, k2t (Lkt). This

has following properties:
(1) If the perplexity of a repository is large, which means

Ni\/Z?[;l |l f; — cil|? where f; is the feature point in the

that the homogeneity degree of the repository is weak, it has
a larger correlation to other repositories. (2) If the distortion
of a repository is large, which means that the repository is
looser, it has a larger correlation to other repositories. (3)
If the inter-repository distance between two repositories is
larger, the repository-pair has a smaller correlation. (4) The
range of the semantics correlation is [0,1].

dictionary created captures the clustering characteristics ing;. ., rm }, the semantics correlation functienrr; ;
Y LA H iy

the feature set very well.

defined on the seb, and a constantr € R, a weighted

Two issues need to be addressed for semantics-intensivgngirected graph is called-Semantics Graph if it is con-
image retrieval. One is the semantic overlap between thegiyycted abiding to the following rules: (1) Thedeset of
semantic |mage repOSItOI’Ies. For eXampIe, one repos|t0rythe graph is the Symbo"c repository set. (2) There is an

named “river” has some affinities with the category named

“lake”. Another is the semantic uncertainty. For instance, (3) The weight of the eddé, ;)
an image containing peoples in a “beach” repository is also ’

relevant to users inquiring the retrieval of “people” images.

edgebetween any nodes;j € D if and only ifcorr; ; > a.
is corr; ;.

To address the semantic uncertainty and the semantic

To address the two issues, we propose a metric to meaoverlap problems, we propose a fuzzy model for each repos-
sure the scale of semantic relationships between repositoitory based on the constructedSemantics Graph, where
ries. The metric is based on statistical measures on theeach semantic repository is defined as a fuzzy set using the

shape of the repository distributions.

Perplexity. The perplexity of feature distributions of a
repository reflects the uncertainty of the repository. As an
analogy to the concept gierplexity[12] for a text corpus,
we define theperplexityof a semantic repository; in the

age

Cauchy function [7] as the fuzzy membership function such

that one particular image may belong to several semantic

repositories.
With the three visual dictionaries ready, each im-
in the training set is represented by a tuple

image database on the basis of the entropy measurementmg|[Color, Texture, Shape] while each attribute has a

[11] as

o(r) = 27 SN, P(C5)P(Ty)P(S;) log{ P(C;)P(T;)P(5;)}

discrete value type in a finite domain. To build a classifi-
cation tree, the C4.5 algorithm [6] is applied on the train-

ing tuple sets obtained. We assume that each image in the



training set belongs to only one semantic repository. The ) T
splitting attribute selection for each branch is based on in- 1aPle 1 Results of the classification tree based (upper) and

formation gain ratio [6]. Associated with each leaf node of the nearest-neighbor based (lower) image classification ex-

the classification tree is a ratie/n, wherem is the num-  Periments for the controlled database
ber of images classified to this node amds the number KON BTSN B SN A N AL L e
of incorrectly classified images. This ratioisameasureof[ a2 [0 [ 32 6 [ 0| 0 | 0] 2| 2 [58] O
the classification accuracy of the classificationtreeforeach a3 | 8 | 4 | 64| 0 | 8 | 6 | 0 | 0 | 6 | 6
repository in the training image set. The image retrieval al- :g 8 108 g %6 1?)0 g 8 8 106 g
gorithm based on the classification tree and the fuzzy set as [ 8 [ 0 | 2 | 0 | 8 | 40| 0 | 8 | 3| O
model of repositories connected in thesemantics graph ar | 010121010 J07J9]0]2]6
follows. a8 | 0 | 2 | 0| 4| 0 | 6| 24|50 6| 8
a0 | 0 | 6 | 6| 0] 2 | 2] 00|80
al0 | 6 | 4 [0 | 2| 6 | 080668
input :rf, “keyword” tuple of the query image Z;_ gé ii ig %4 3;5 ig %7 6188 ig a310
output . Result, images retrieved for the query imagg 2 3 35 2 0 0 0 1 13 12 10
begn _ a3 | 7 | 7 |45 3 | 5 | 17| 0 | 3 13| ©
Initialization: Returned image sé@tesult = {}; 24 y 131 7 [ 40 0 3 > 2 18 7
Q = the repository; is classified by the classification tree; ab 0 0 1 0 88 0 6 5 0 0
accq = the accuracy of the classification associated jth a6 3 0 6 0 2 46 0 9 27 7
cq = the center of the repositor®; Z; 1 :1,; g g 8 :I?l Zg 304 125 12
d¢g = the width of the repositorg; a9 4 7 9 0 2 4 0 0 69 5
determine the distance between the reference featfiand the center alo | 10 4 > 6 3 6 10 0 23 33
of the repositoryQ to bedistq with the Cauchy fuzzy set membership
function;
féiﬁﬁtagffﬁlfg?es randomly samplectform the reposiioryth repositories are semantically non-ambiguous and share no
Result = Result U SetSq; semantic Overlaps'
for each node connected to the nagén the a-Semantics Graphy, The classification performance of the constructed classi-
do ey — col| >= distg then fication tree is compared with the nearest-neighbor classifi-
| “disty = ey — coll — disto: cation method (NN method) [1]. For both methods, 40 ran-
else domly selected images for each repository are used to train
| disty =distq — |lev —cqll; the classifiers; the classification methods are then tested us-
end ing the rest 600 images outside the training set. The classi-
gueztze;rzge n:gg;yembership values of thg, using the Cauchy fication results of our proposed me;hod and the raw fea-
the percentage ’sampling in the repositdfy P Ry, = the fuzzy ture based NN method are shown Il’l_ Table 1 In the ta-
membership value of £ in V; ble each row lists the percentage of images in one repos-
SetSy —the images randomly sampled from the reposifory itory classified to each of the 10 repositories. Numbers
with percentage oP Ry ; on the diagonal show the classification accuracy for every
Result = Result U SetSy; repository. The classification performance of our proposed
(r?tﬂrn the seResult in a L2 distance based rank to the query image; method is Clearly better-than th-a-'t Of-the NN method Since-(i)
ehd ’ ’ Fhe overall nump_er of misclassification between repositories
is smaller and (ii) the overall number of correct classifica-

Algorithm 1. Retrieval Algorithm tion is larger.
The image retrieval evaluations are performed on a
general-purpose color image database containing 10,000
i images from COREL collection of 96 semantic repositories.
3. EXpenment Results Each semantic repository has 85-120 images. We randomly
We have implemented the methodology in a prototype sys-take 50% of them as the training set to train the image clas-
tem. The evaluation consists of two parts: the classificationsifier. To evaluate the image retrieval performance, 1,500
performance and the image retrieval performance. images are randomly selected from all repositories of the
To provide quantitative evaluations on the performance remaining 50% of the COREL collection as the query set.
of image classification, we run the prototype on a controled We invite a group of 5 users to participate the evaluations.
image database. This controled database consists of 1Jhe participants consists of CS graduate students as well as
image repositories (African people(al), beach(a2), build- lay-people outside the CS Department. The relevancy of the
ings(a3), buses(a4), dinosaurs(a5), elephants(a6), flowretrieved images is subjectively examined by the users and
ers(a7), horses(a8), mountains and glaciers(a9), andhe retrieval accuracy is the average values across all query
food(al10)), each containing 100 images. Within this con- sessions.
trolled database, we can assess the classification perfor- Before we evaluate the prototype system, an appropriate
mance reliably with the categorization accuracy because thex must be determined for the-semantics graph. For the
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Figure 3: Average precision comparison of our method with
that of UFM

Figure 2. Average precision comparison with/withaut
Semantics Graph

4. Conclusions

extreme case — 0. each node is connected to all other A Se€mantics correlation based structure, calleBlemantics

nodes in the 0-Semantics Graph (all repositories are treated®raPh, is proposed to explicitly represent the semantic un-

as semantics-related to each other); on the other hand, fof€rtainty and the semantic overlap existing in an image
a = 1, each node is isolated (with no edges connected todatabase. Founded on theSemantics Graph, each seman-

other nodes), and the 1-Semantics Graph is degraded to fjic repository is modeled as a fuzzy set which captures the

repository set. In the experiment we have computed theStatistical distribution in the feature space. With the gener-
pair-wise semantics correlationrr; ; for all the repository ~ ation of a multiple feature (color, texture, and shape) sup-

pairs in the training set; the third quartile, which is obtained Ported visual dictionary, a classification tree is trained us-

as 0.649 for the training set, is used as thin the proto-
type.

To evaluate the effectiveness of the semantics correla-
tion measure and the fuzzy model for the repositories, we
have compared the retrieval precisions with and witheut
Semantics Graph. Fig. 2 shows the results, in which it is ™
evident that thex-Semantics Graph and the derived fuzzy

ing a provided training set. A unigue image retrieval al-
gorithm is developed and is demonstrated with promising
performance for image retrieval.
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